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Abstract

A parallel finite element micromagnetics package has been implemented,

which is highly scalable, easily portable and combines different solvers for

the micromagnetic equations. The implementation is based on the standard

Galerkin discretization on tetrahedral meshes with linear basis functions.

A static energy minimization, a dynamic time integration and the nudged

elastic band method have been implemented.

The static energy minimization method is used for the investigation of

domain wall pinning processes in SmCo permanent magnets. The pinning

of magnetic domain walls on the precipitation structure and the influence

of material parameters, cell structure, and cell geometry are studied in de-

tail. The thickness of the coherent precipitation plays an important role,

since it has to be thicker than the domain wall width for effective pinning,

but it must not be too thick, which would allow the reversal of the whole

intercellular structure. Nucleation and magnetization reversal processes in

FePt nanoparticles are investigated for particles with single and multiple ea-

sy axes. The results show a strong reduction of coercivity if more misaligned

easy axes within a particle are assumed and the particle size is reduced.

The static as well as the dynamic properties of the magnetic vortex state

of soft magnetic nanodots are studied using the time integration of the dy-

namic Landau-Lifshitz-Gilbert equation. A phase diagram of the magnetic

ground state of magnetic nanodots has been obtained and a comparison with

an analytical vortex model and experimental results is given. Vortex preces-

sion and radial excitation modes are calculated and their eigenfrequencies

measured. Finally, the properties of elliptical and rectangular permalloy

nanoparticles are studied. The shape and the demagnetizing field play an

important role in the magnetization reversal process. In chains of these par-

ticles magnetostatic coupling leads to stable magnetization configurations

with antiparallel magnetization in neighboring particles.
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Kurzfassung

Ein paralleles finite Elemente Programmpaket für mikromagnetische Pro-

bleme wurde implementiert, das sehr effizient skaliert, leicht portierbar ist

und verschiedene Lösungsverfahren für die mikromagnetischen Gleichun-

gen kombiniert. Die Implementierung basiert auf der Galerkin Diskreti-

sierung auf Tetraedergittern mit linearen Basisfunktionen. Eine statische

Energieminimierungs-, eine dynamische Zeitintegrations- und eine Gummi-

bandmethode wurden implementiert.

Die statische Energieminimierungsmethode wurde für die Untersuchung

des Domänenwandhaftens in SmCo Permanentmagneten verwendet. Das

Haften magnetischer Domänenwände an der Ausscheidungsphase und der

Einfluß der Materialparameter, der Zellstruktur und der Zellgeometrie

werden detailliert erörtert. Die Dicke der Ausscheidungsphase spielt ei-

ne wichtige Rolle, da sie für effektives Haften einerseits dicker als die

Domänenwandbreite sein muß, aber andererseits nicht zu dick sein darf, um

nicht ein vollständiges Ummagnetisieren der Zwischenphase zu ermöglichen.

Nukleations und Ummagnetisierungsprozesse in FePt Nanoteilchen mit einer

und mehreren leichten Richtungen werden untersucht. Die Ergebnisse zeigen

eine starke Reduktion des Koerzitivfeldes, wenn mehrere verdrehte leichte

Achsen innerhalb eines Teilchens angenommen werden und die Teilchengröße

reduziert wird.

Die statischen und dynamischen Eigenschaften von magnetischen Wir-

belzuständen in weichmagnetischen scheibchenförmigen Nanoteilchen werden

mit Hilfe der Integration der Landau-Lifshitz-Gilbert Gleichung untersucht.

Ein Phasendiagramm der magnetischen Grundzustände der Nanoteilchen

wird erstellt und Vergleiche mit einem analytischen Modell und experimen-

tellen Untersuchungen durchgeführt. Vortex-Präzessions- und radiale Moden

werden berechnet und ihre Eigenfrequenzen bestimmt. Schließlich werden die

Eigenschaften von elliptischen und rechteckigen Nanoteilchen studiert. Die

Form und das entmagnetisierende Feld spielen eine wichtige Rolle beim Um-

magnetisierungsprozeß. In Ketten von solchen Teilchen führt magnetostati-

sche Kopplung zu stabilen Magnetisierungskonfigurationen mit antiparalleler

Magnetisierung in benachbarten Teilchen.   
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Introduction

The effects of magnetism and magnetic materials have been exploited since

the invention of the magnetic compass for navigation in the 10th century in

China. It took until the 13th century, that this commercially and strategically

important tool became known in Europe, and Charles Augustine de Coulomb

made the first quantitative investigations only in the 18th century. However,

after the pioneering work of Ampère and Faraday and the formulation of the

theory of electrodynamics by Maxwell many new applications emerged.

The progress in the field of permanent magnets is very well illustrated

by the maximum energy density product (BH)max. By the end of the 19th

century magnetic steels with a (BH)max ≈ 2 kJ/m3 were available. AlNiCo

precipitation hardened magnets, which were discovered by Mishima in 1931,

lead to energy density products as high as 90 kJ/m3 by 1955. After the

second world war hardferrites (ceramic oxides) were developed, and they are

still commonly used because of the great abundance of their raw materials

and low price. A major breakthrough was the discovery of magnetocrys-

talline anisotropy in rare-earth intermetallic compounds in the 1960s. Strnat

et al. [1] found, that the combination of the high magnetic moment of iron

and cobalt together with the high magnetocrystalline anisotropy caused by

rare-earth elements gives permanent magnetic materials with excellent prop-

erties and energy density products of up to 90 kJ/m3. Especially SmCo

based materials retain a high magnetic ordering temperature, which makes

them suitable for high temperature applications. Therefore, the HITEMAG

project [2], whose aim is the development and optimization of permanent

magnetic materials for application temperatures of up to 500 ◦C, concen-

trated on SmCo based precipitation hardened materials. As part of this

project micromagnetic simulations have been carried out and the results are
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presented in Sec. 7.

The highest energy density products so far have been obtained with rare-

earth iron based permanent magnets. In 1984 Sagawa et al. [3], Croat et

al. [4] and Hadjipanayis et al. [5] obtained energy density products of up

to 300 kJ/m3 for a material based on Nd2Fe14B. In the following years con-

tinuing improvement of the production route has resulted in energy density

products in excess of 400 kJ/m3 [6].

A very similar development can be observed in the area of magnetic

recording. In 1956 IBM introduced the 305 RAMAC (Random Access

Method for Accounting and Control) with a capacity of 5 MB. It was the first

magnetic storage device, which stored digital information by writing mag-

netization patterns on a “hard disk” with a thin film of granular magnetic

material instead of magnetic tapes. One of the major advantages was, that

any position on the disk could be directly accessed by the read/write heads

and it was not necessary to wind a tape any more. Since then many new

discoveries and developments have improved computer hard disks.

The areal density determines the amount of information, which can be

stored on a given area of a hard disk. This figure of merit measures the

performance of hard disk media in a similar way like the energy density

product for permanent magnetic materials discussed above. And it has shown

a similar development during the last 20 years.

In 1985 the typical areal density in mass production was 20 MB/in2

(megabits per square inch). The industry trend showed a typical increase

of about 27 % per year. In 1992 it exceeded 100 MB/in2 and the annual

growth rate jumped to approximately 50 % per year. Starting with the

introduction of giant magnetoresistive read-write heads in 1997 the areal

density has been doubling every year [7]. Present-day drives have an areal

density of about 30 GB/in2 and read-write heads based on the extraordinary

magnetoresistance effect will allow data densities beyond 100 GB/in2 [8, 9].

As an alternative to these thin film granular magnetic storage media fer-

romagnetic nanostructures are considered for the basic information storage

elements in magnetic random access memories (MRAM), high density mag-

netic storage media, and magnetic sensors. These structures can be produced

using well established techniques for semiconductors but they have several ad-   
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vantages over today’s semiconductor based materials including nonvolatility,

nondestructive readout, radiation hardness, low voltage, and unlimited read

and write endurance [10, 11]. Therefore, the magnetic properties, switching

behavior, and switching dynamics of magnetic nanostructures are of great

interest, and the results for cylindrical nanodots and elliptical nanoelements

are presented in Sec. 9 and Sec. 10, respectively.

Both research areas, permanent magnets and magnetic storage media,

have made tremendous progress during the last decades and they have be-

come key technologies in today’s information society. In order to keep the

pace of these developments and push the limits, many research projects are

carried out worldwide and this thesis is one small contribution.

   
   
   
   
   
   
   
   
   
 



Chapter 1

Motivation

The properties of modern magnetic materials are strongly influenced by their

microstructure. The continuing improvement of the properties of SmCo

based magnets has been made possible by additives like Cu and Zr and a

refined processing route and heat treatment, which have a great impact on

the resulting cellular precipitation structure [12]. The typical size of the cells

is in the order of 100 nm with an intercellular phase of around 10 nm. The

particle size in magnetic recording tapes is of the same order of magnitude.

The typical grain size in current hard disk storage media is about 8 nm with

an intergranular region of about 2 nm for exchange decoupling of the grains.

These structures are so small that quantum mechanical effects like ex-

change have to be taken into account. However, they are too large for a pure

quantum mechanical description, which would exceed the capabilities of to-

day’s ab-initio computational models. On this intermediate level between the

macroscopic world and a description with atomic resolution, micromagnetic

models have proved to be a useful tool [13]. These computational models

provide great freedom in the choice of experiment conditions and in the vari-

ation of material parameters. In addition to measurements of the remanent

magnetization and the coercive field, it is possible to study the details of the

magnetization distribution and the magnetization reversal processes, which

are difficult to investigate experimentally. In this thesis temperature depen-

dent effects have not been considered explicitly, but they are included in

the temperature dependent material parameters. Also eddy current effects,
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CHAPTER 1. MOTIVATION 11

which should be taken into account in materials with high conductivity and in

high speed switching experiments, are only implicitly included in the Gilbert

damping constant.

In various fields of computer aided engineering like structural analysis,

fluid dynamics, and electromagnetic field computation, as well as micromag-

netics [14] the finite element method has been successfully applied. Especially

its flexibility in modeling arbitrary geometries has made it very popular. In

the light of the importance of the microstructure of magnetic materials the

finite element method has been chosen for the implementation of a micro-

magnetic model.

There are several commercial and open source micromagnetics packages

available (cf. App. A), however all of them use the finite difference method. In

addition, the work on this thesis required static energy minimization meth-

ods for the study of SmCo permanent magnets as well as dynamic time

integration methods for the investigation of the magnetization dynamics in

magnetic nanoparticles.

Therefore, a finite element micromagnetics package has been implemented

which combines several unique features:

It is

• entirely based on portable, free, open source software packages,

• highly portable to different hardware platforms, which range from sim-

ple PCs to massively parallel supercomputers,

• highly optimized and scalable,

• well integrated, combining static energy minimization, dynamic time

integration, and nudged elastic band methods.

An introduction to the finite element method is given in chapter 2. The

basic micromagnetic equations and their discretization in the context of the

finite element method are outlined in chapter 3, while the appropriate solu-

tion methods are described in chapter 4. The details of the implementation of

the micromagnetics package are discussed in chapter 5 and the optimization

strategies are explained in chapter 6.   
   
   
   
   
   
   
   
   
 



CHAPTER 1. MOTIVATION 12

This micromagnetics model has been applied to study domain wall pin-

ning effects in SmCo permanent magnets. The results are presented in chap-

ter 7. Nucleation and magnetization reversal processes in FePt nanoparticles

for magnetic storage media are studied in chapter 8, while the static and

dynamic properties of permalloy nanodots are investigated in chapter 9. Fi-

nally, in chapter 10 the properties of elliptical and rectangular permalloy

nanoparticles and the influence of magnetostatic coupling in chains of parti-

cles are examined. This thesis is completed by an appendix including a list

of publicly available micromagnetics packages, the list of software packages,

which has been used for the implementation of the parallel code, and a list

of typical material parameters.

   
   
   
   
   
   
   
   
   
 



Chapter 2

The Finite Element Method

For the calculation of the demagnetizing field a hybrid finite element/ bound-

ary element method is used as explained in Sec. 3.4. This method requires the

solution of a Poisson and a Laplace equation. Therefore the former is used

in this chapter as an example for a short introduction to the finite element

method [15].

2.1 Poisson Problem

We want to calculate a numerical solution U , which approximates the true

solution u of the Poisson (boundary value) problem (P ) in the solution do-

main Ω ⊂ R3 with closed boundary Γ. Dirichlet boundary conditions apply

on ΓD ⊂ Γ and Neumann boundary conditions apply on ΓN := Γ\ΓD.

The Poisson problem (P ) is defined as follows: Given f ∈ L2(Ω), uD ∈
H1(Ω), and g ∈ L2(ΓN), we are searching for the solution u ∈ H1(Ω), which

satisfies the Poisson equation

−∆u = f in Ω (2.1)

with Dirichlet boundary conditions

u = uD on ΓD (2.2)
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CHAPTER 2. THE FINITE ELEMENT METHOD 14

and Neumann boundary conditions

∂u

∂n
= g on ΓN . (2.3)

2.2 The Weak Formulation

The weak formulation of the boundary value problem (P ) is then obtained

by the multiplication of Eq. (2.1) with w ∈ H1
D(Ω) := {w ∈ H1(Ω)|w =

0 on ΓD} and integration over Ω:

−
∫

Ω

∆u · w dv =

∫

Ω

f · w dv . (2.4)

Integration by parts gives

∫

Ω

∇u · ∇w dv −
∫

ΓN

∂u

∂n
· w da =

∫

Ω

f · w dv (2.5)

and substitution of the boundary conditions and rearrangement leads to

∫

Ω

∇u · ∇w dv =

∫

Ω

f · w dv +

∫

ΓN

g · w da . (2.6)

Now we incorporate the (possibly inhomogeneous) Dirichlet boundary con-

ditions

∫

Ω

∇u·∇w dv −
∫

Ω

∇uD ·∇w dv =

∫

Ω

f ·w dv +

∫

ΓN

g ·w da −
∫

Ω

∇uD ·∇w dv

(2.7)

and substitute the homogeneous solution v ∈ H1
D(Ω), which is given by

v = u− uD and satisfies v = 0 on ΓD. This gives us the weak formulation of

the Poisson problem P which reads: Find v ∈ H1
D(Ω) such that

∫

Ω

∇v · ∇w dv =

∫

Ω

f · w dv +

∫

ΓN

g · w da −
∫

Ω

∇uD · ∇w dv . (2.8)

   
   
   
   
   
   
   
   
   
 



CHAPTER 2. THE FINITE ELEMENT METHOD 15

2.3 Galerkin Discretization

In order to solve the Poisson problem numerically we have to discretize the

weak formulation of the Poisson equation (Eq. (2.8)) and restrict the solution

space of the numerical solution U to a finite dimensional subspace S of H1(Ω).

Accordingly UD ∈ SD := S ∩ H1
D approximates uD on ΓD. The discretized

problem PS can then be written as: Find V ∈ SD such that

∫

Ω

∇V · ∇W dv =

∫

Ω

f ·W dv +

∫

ΓN

g ·W da −
∫

Ω

∇UD · ∇W dv (2.9)

with W ∈ SD.

If we assume that (η1, . . . , ηN) is a basis of the N -dimensional space S

and SD := S ∩H1
D a M -dimensional subspace then we can rewrite Eq. (2.9)

∫

Ω

∇V · ∇ηj dv =

∫

Ω

f · ηj dv +

∫

ΓN

g · ηj da −
∫

Ω

∇UD · ∇ηj dv (ηj ∈ SD) .

(2.10)

If we now make a series expansion of V and UD in terms of ηk

V =
M∑

k=1

xkηk (ηk ∈ SD) and UD =
N∑

k=1

Ukηk (ηk ∈ S) , (2.11)

then we obtain

∫

Ω

∇
∑

k

xkηk · ∇ηj dv =

∫

Ω

f · ηj dv +

∫

ΓN

g · ηj da −
∫

Ω

∇
N∑

k=1

Ukηk · ∇ηj dv

(2.12)

which can be rewritten as

∑

k

xk

∫

Ω

∇ηk · ∇ηj dv =

∫

Ω

f · ηj dv +

∫

ΓN

g · ηj da −
N∑

k=1

Uk

∫

Ω

∇ηk · ∇ηj dv

(2.13)

and finally simplified to a system of linear equations

Ax = b (2.14)

   
   
   
   
   
   
   
   
   
 



CHAPTER 2. THE FINITE ELEMENT METHOD 16

where the “stiffness matrix” is given by

Ajk =

∫

Ω

∇ηj · ∇ηk dv (2.15)

and the “right hand side” by

bj =

∫

Ω

f · ηj dv +

∫

ΓN

g · ηj da −
N∑

k=1

Uk

∫

Ω

∇ηk · ∇ηj dv . (2.16)

The stiffness matrix is sparse, symmetric, and positive definite. Thus,

Eq. (2.14) has exactly one solution x ∈ RM , which gives the Galerkin so-

lution

U = UD + V =
N∑

j=1

Ujηj +
M∑

k=1

xkηk . (2.17)

2.4 Mesh Generation

The finite element method requires the discretization of the spatial domain Ω

with “finite elements” – a regular triangulation T . For two dimensional prob-

lems triangles and rectangles, in three dimensions tetrahedral (cf. Fig. 2.1)

and hexahedral elements are commonly used. Also a mixture of different

types of elements is possible, but after the evaluation of various other im-

plementations and for simplicity a tetrahedral discretization has been imple-

mented.

As compared to finite difference methods [17] the finite element mesh

may be entirely unstructured, which makes the modeling of complicated ge-

ometries and irregular microstructures more convenient. Still, a “regular”

triangulation of a three dimensional body of arbitrary shape with tetrahe-

dral elements is required to meet several conditions, which have been defined

by Ciarlet [18]:

• The nodes of the mesh lie on the vertices of the tetrahedra.

• The elements of the triangulation do not overlap.

• No node lies on an edge of a tetrahedron.   
   
   
   
   
   
   
   
   
 



CHAPTER 2. THE FINITE ELEMENT METHOD 17

Figure 2.1: Kuhn triangulation of a cube into six tetrahedral finite elements
(exploded view) [16].

• Each face on the surface of the body belongs either to ΓD or ΓN .

If we assume, that the domain Ω has a surface Γ of flat polygons, it is

possible to find a triangulation T with (tetrahedral) finite elements T , which

cover Ω:

Ω =
⋃
T∈T

T (2.18)

However, the creation of the geometrical model and its triangulation are

still very demanding tasks, which require sophisticated (commercial) tools.

Patran by MSC.Software [19] and GID [20] are suitable software pack-

ages, which have been used to create the models for this thesis, and for which

import filters have been implemented.

The resolution of the finite element mesh – the maximum size of the

finite elements – is determined by the smallest features which might occur in

the solution of the PDE. These features have to be properly resolved and the

approximation of the exact solution by the test functions has to be sufficiently

accurate to give meaningful results.

In micromagnetics these limits are defined by three typical lengths:

1.

lbex =
√

A/K1 , δBW = πlbex

δBW is the width of Bloch type magnetic domain walls (typically found   
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in bulk hard magnets), A is the exchange constant and K1 is the mag-

netocrystalline anisotropy constant. [21]

2.

lnex =
√

2µ0A/J2
s , δNW = πlnex

δNW is the width of Néel walls (typically found in soft magnetic mate-

rials and thin films), Js is the saturation polarization.

3.

lthex =

√
A

JsHth

, Hth =

√
2αkBT

∆tγJsl3

lthex is the thermal exchange length with the thermal field Hth, which

depends on the Gilbert damping constant α, the temperature T , time

step of the numerical time integration scheme ∆t, the gyromagnetic

ratio γ, and the spatial correlation length l (which equals the cell

size) [22].

Material parameters of various ferromagnets can be found in App. C in

Tab. C.1.

In the most general case, the maximum cell size of the finite element mesh

has to be smaller than the minimum of the three lengths defined above [23].

In Sec. 7.3.4 the influence of the mesh size on the pinning field of SmCo

permanent magnets is studied in more detail.

However, if the structure of the solution is roughly known, it is possi-

ble to use an “adapted” mesh for the simulations. It has a high resolution

(small elements) in areas with very small features (domain walls) and a low

resolution (large elements) in other areas where the solution (magnetization)

is very uniform. As a result, the number of nodes (and therefore the num-

ber of unknowns) is reduced and the time required for the simulation can be

greatly reduced. This technique has been used for the calculation of the equi-

librium magnetization distribution in soft magnetic nanodots. The results

are presented in Sec. 9.

For dynamic time dependent problems a rigid adapted mesh is often not

suitable, because the solution changes over time and the smallest features of

the solution move through the mesh. If they leave the high resolution mesh   
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and reach areas with larger finite elements, artificial pinning on the mesh will

occur and give wrong results. Thus, an adaptive mesh refinement method

is required, which changes the structure of the mesh during the simulation

and adapts the resolution of the mesh to the solution. It can be shown, that

these methods lead to (almost) optimal complexity and give most accurate

results with the smallest numerical (computational) effort [24]. Adaptive

mesh refinement methods are still a very active research area, and they have

been successfully applied also in numerical micromagnetics [25, 26, 27, 28, 29].

2.5 Stiffness Matrix and Right Hand Side

When a regular triangulation T has been generated for the domain Ω, the

space S of the numerical solution U has to be defined. A common choice of

basis functions for the spline spaces S and SD are “hat functions” (Fig. 2.2),

which are defined for every node (xj, yj, zj) of the finite element mesh as

ηj(xk, yk, zk) = δjk (j, k = 1, . . . , N) . (2.19)

We are using isoparametric elements, i.e. we use the same polynomials (linear

basis functions) for the approximation of the geometry and the solution. If

we define

SD := span{ηj|(xj, yj, zj) 6∈ ΓD} (2.20)

then

UD ∈ SD

and we can calculate the stiffness matrix Ajk (Eq. (2.15)) and the right hand

side bj (Eq. (2.16)) as a sum over all elements T and surface triangles E on

ΓN

Ajk =
∑
T∈T

∫

T

∇ηj · ∇ηk dv (2.21)

and

bj =
∑
T∈T

∫

T

f · ηj dv +
∑

E⊂ΓN

∫

E

g · ηj da −
N∑

k=1

Uk

∫

Ω

∇ηj · ∇ηk dv . (2.22)

   
   
   
   
   
   
   
   
   
 



CHAPTER 2. THE FINITE ELEMENT METHOD 20
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Figure 2.2: Hat function (linear basis function) for a triangulation in 2D.

It is most convenient to calculate the stiffness matrix on an element by el-

ement basis (local or element matrices) and finally assemble the contributions

from the local matrices to the global stiffness matrix.

If we assume that the four vertices of a tetrahedral element T are given

by (xj, yj, zj) with j = 1, . . . , 4, then the volume |T | of the element is given

by

|T | = 1

6
det




1 xj yj zj

1 xj+1 yj+1 zj+1

1 xj+2 yj+2 zj+2

1 xj+3 yj+3 zj+3


 (2.23)

where the local numbering j = 1, . . . , 4 is chosen in such a way, that the right

hand side of Eq. (2.23) is positive.

The corresponding basis functions are given by

ηj(xk, yk, zk) = δjk , j, k = 1, . . . , 4 .

Thus, ηj can also be written as

ηj(x, y, z) = det




1 x y z

1 xj+1 yj+1 zj+1

1 xj+2 yj+2 zj+2

1 xj+3 yj+3 zj+3


 /det




1 xj yj zj

1 xj+1 yj+1 zj+1

1 xj+2 yj+2 zj+2

1 xj+3 yj+3 zj+3




(2.24)
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and

∇ηj(x, y, z) =
1

6|T | ·


yj+2zj+1 − yj+3zj+1 − yj+1zj+2 + yj+3zj+2 + yj+1zj+3 − yj+2zj+3

−xj+2zj+1 + xj+3zj+1 + xj+1zj+2 − xj+3zj+2 − xj+1zj+3 + xj+2zj+3

xj+2yj+1 − xj+3yj+1 − xj+1yj+2 + xj+3yj+2 + xj+1yj+3 − xj+2yj+3




(2.25)

where all indices are understood modulo 4.

As a result we can easily calculate the stiffness matrix entries

Ajk =
∑
T∈T

∫

T

∇ηj(∇ηk)
T dv . (2.26)

For the right hand side of Eq. (2.16) we need to evaluate
∫

T
f · ηj dv . If

we use the value of f in the center of gravity (xS, yS, zS) of T , we can make

the approximation

∫

T

f · ηj dv ≈ |T |
4

f(xS, yS, zS) . (2.27)

The second term of the right hand side (Eq. (2.16)) can be evaluated in a

similar way. However, Neumann boundary conditions will not be required in

the following.

Finally, the Dirichlet boundary conditions have to be incorporated. One

straight forward and easy to implement method is to replace all rows of the

stiffness matrix Ajk, which correspond to Dirichlet boundary nodes, with zero

and a single one in the main diagonal. On the right hand side, the entries of

the Dirichlet nodes are replaced with their boundary values.

   
   
   
   
   
   
   
   
   
 



Chapter 3

Finite Element Micromagnetics

The total energy of a micromagnetic system is given by the Gibbs free energy

Etot, which depends on the magnetic polarization, the external field and some

(temperature dependent) material parameters. It includes macroscopic con-

tributions such as the Zeeman energy and the magnetostatic energy as well

as microscopic contributions like the magnetocrystalline anisotropy energy

and the exchange energy. This highlights the intermediate level of micro-

magnetics as a continuum theory again, which bridges the gap between the

macroscopic world and microstructural and quantum mechanical effects.

The external field is independent of the magnetization distribution and

the exchange and anisotropy energy are short range interactions, which de-

pend only on the local magnetization distribution. Thus, they can be com-

puted very efficiently. However, the magnetostatic field is a long-range inter-

action, which is the most expensive part in terms of memory requirements

and computation time. Its calculation is usually based on a magnetic vec-

tor [30] or scalar potential (cf. Sec. 3.4). In addition, it is an open boundary

problem, for which various methods have been developed [31, 32].

3.1 Gibbs Free Energy

The total Gibbs free energy is given by [33, 34]

Etot =

∫

Ω

(wexch + wani + wext + wdemag) dv = (3.1)

22   
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=

∫

Ω

(
A

(
(∇ux)

2 + (∇uy)
2 + (∇uz)

2
)

+

K1(1− (a · u)2)− J ·Hext − 1

2
J ·Hdemag

)
dv ,

where

J(x, t) = Js(x) · u(x, t) , |u| = 1 (3.2)

describes the magnetic polarization as a function of space and time. A is the

exchange constant, K1 is the first magnetocrystalline anisotropy constant

and a the unit vector parallel to the easy axis, Hext the external field, and

Hdemag the demagnetizing field.

In thermodynamic equilibrium a micromagnetic system tries to reach a

state with minimum total energy. The aim of micromagnetic theory is to

find the magnetic polarization in equilibrium. Brown proposed a variational

method [33], which is based on the calculation of the variational derivative

of the total energy with respect to the magnetic polarization. In equilibrium

(in an energy minimum) the coefficients of the linear term vanish for any

variation δu
δEtot

δu
= 0 . (3.3)

This leads to Brown’s equations

u×
(
2A∆u + 2K1a(u · a) + JsHext + JsHdemag

)
= 0 (3.4)

Thus, in equilibrium the magnetic polarization J is parallel to an “effec-

tive field”

Heff =
2A

Js

∆u +
2K1

Js

a(u · a) + Hext + Hdemag (3.5)

and the torque which acts on the polarization vanishes

J ×Heff = 0 . (3.6)

Since any contribution parallel to the polarization J does not add to

the torque, it does not make any difference if the magnetic field H or the

magnetic induction B = µ0H + J is used for the effective field.   
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3.2 Gilbert Equation of Motion

The minimization of Eq. (3.1) can find an equilibrium magnetization dis-

tribution. However, the energy landscape of micromagnetic systems is usu-

ally very complicated and contains many local maxima, minima, and saddle

points. Therefore, the choice of the initial magnetization distribution has a

strong influence on the result. A more physical approach to the problem and

a more realistic approach of the system to its equilibrium in a local mini-

mum is provided by a dynamic description of the path through the energy

landscape.

The motion of a magnetic moment in a magnetic field is mainly governed

by its Larmor precession around the local magnetic field. The damping of the

precession causes the relaxation to equilibrium. There are many processes

which contribute to the damping in a magnetic solid like magnon-magnon

and magnon-phonon interactions, interactions between localized and itiner-

ant electrons and eddy currents, for example [35, 36, 37].

The Gilbert equation [38, 39] describes the precession and combines all

damping effects in a phenomenological damping term with a single damping

constant α
dJ

dt
= −γJ ×H +

α

Js

J × dJ

dt
, (3.7)

where γ = 2.210173× 105 m
As

is the gyromagnetic ratio.

This formulation is equivalent to the Landau-Lifshitz-Gilbert (LLG) equa-

tion
dJ

dt
= −γ′J ×H − αγ′

Js

J × (J ×H) , (3.8)

with

γ′ =
γ

1 + α2
. (3.9)

The intrinsic timescale is determined by the Larmor frequency ω = γHeff ,

which is usually in the order of GHz (cf. Sec. 9.4). Thus, the precession

time is smaller than a nanosecond, which requires time steps in the order of

picoseconds or even less. This limits the maximum simulated time to about

100 ns.
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3.3 Discretization

In the following sections we will discretize the contributions to the total

energy with the finite element method as shown in Sec. 2. For static energy

minimization methods as well as for the calculation of the effective field

Eq. (3.14) we have to calculate the derivative of the total energy with respect

to the local magnetic polarization J . In the following sections we will also

derive these gradients.

First we have to define the discrete approximation of the magnetic polar-

ization J(x) (Eq. (3.2)) by

J(x) ≈ Js(x)
∑

i

uiηi ≈
∑

i

Js,iuiηi =
∑

i

J i , (3.10)

where ηi denotes the basis function (hat function) at node i of the finite

element mesh. The material parameters A, K, and Js are defined element by

element and they are assumed to be constant within each element. However,

the magnetic polarization which depends on the saturation polarization Js

is defined on the nodes. Thus, we have to introduce the node based discrete

approximation Js,i of the saturation polarization Js(x) as

Js,i =

∫
Ω

Js(x)ηi dv∫
Ω

ηi dv
=

1

4Vi

∑

T∈T |i∈T

Js,i|T | , (3.11)

where Vi denotes the volume, which is assigned to node i of the mesh. It is

given by

Vi =

∫

Ω

ηi dv =
1

4

∑

T∈T |i∈T

|T | . (3.12)

Since J is a vector with three Cartesian components we have three times the

number of nodes unknowns to calculate.

For a given basis ηi the total energy can be expanded as

Etot =

∫

Ω

wtot(J) dv (3.13)
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and we get for the effective field using the box scheme [40]

H i,eff = −
(

δEtot

δJ

)

i

≈ − 1

Vi

∂Etot

∂J i

= − 1

ViJs,i

∂Etot

∂ui

. (3.14)

3.3.1 Exchange Energy

The exchange energy for one Cartesian component is given by

Eexch =

∫

Ω

∑
j

A(∇ujηj)
2 dv . (3.15)

For the gradient we obtain

∂Eexch

∂ui

=

∫

Ω

∑
j

A
∂

∂ui

(∇ujηj)
2 dv (3.16)

∂

∂ui

(∇ujηj)
2 = 2uj∇ηj · ∂uj∇ηj

∂ui

= (3.17)

= 2uj∇ηj · ∇ηjδij = (3.18)

= 2uj∇ηj · ∇ηi . (3.19)

Finally, the gradient of the exchange energy is given by

∂Eexch

∂ui

= 2A

∫

Ω

∑
j

uj∇ηj · ∇ηi dv , (3.20)

which can be written as a linear system of equations with the coefficient

matrix

Gexch,ij = 2A

∫

Ω

∇ηj · ∇ηi dv . (3.21)

The gradient can then be simply calculated as

gexch = Gexch · u . (3.22)

The expressions for the x, y, and z-component are identical and there are no

mixed terms.
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This exchange energy matrix is proportional to the stiffness matrix of the

Laplacian operator Eq. (2.15), which is also obvious from Brown’s equation

Eq. (3.4) and the effective field Eq. (3.5).

3.3.2 Magnetocrystalline Anisotropy Energy

The magnetocrystalline anisotropy energy for uniaxial anisotropy is given by

Eani =

∫

Ω

∑
j

K1(1− (a · ujηj)
2) dv . (3.23)

The gradient is given by

∂Eani

∂ui,l

=

∫

Ω

∑
j

K1
∂

∂ui,l


1−



{x,y,z}∑

k

(ak · uj,kηj)



2 

 dv (3.24)

∂

∂ui,l



{x,y,z}∑

k

(ak · uj,kηj)



2

= 2

{x,y,z}∑

k

(ak · uj,kηj) ·
{x,y,z}∑

m

(amδijδlmηj) =

= 2

{x,y,z}∑

k

(ak · uj,kηj) · alηi (3.25)

and we get the result

∂Eani

∂ui,l

= −2K1al

∫

Ω

∑
j

{x,y,z}∑

k

akuj,kηj · ηi dv . (3.26)

This can be rewritten in matrix notation as

gani = Gani · u (3.27)

with

Gani,i,l = −2K1al

∫

Ω

{x,y,z}∑

k

akηj · ηi dv . (3.28)
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3.3.3 Zeeman Energy

The Zeeman energy of a magnetic body J(x) in an external field Hext(x) is

simply given by

Eext =

∫

Ω

wext(J) dv =

∫

Ω

(−J ·Hext) dv = (3.29)

=

∫

Ω

∑
j

Js,j

{x,y,z}∑

k

uj,kηjHext,k dv . (3.30)

For the gradient we find

∂Eext

∂ui,l

= −
∫

Ω

∑
j

Js,j
∂

∂ui,l

{x,y,z}∑

k

uj,kηjHext,k dv = (3.31)

=

∫

Ω

∑
j

−Js,j

{x,y,z}∑

k

δijδlkηjHext,k dv = (3.32)

= −Js,i

∫

Ω

ηiHext,l dv . (3.33)

Since we know the external field explicitly, we can just simply add it to

the other contributions to the effective field.

3.4 Demagnetizing Field and Magnetostatic

Energy

The demagnetizing field is a little more complicated to handle, because it is

an “open boundary problem” with one of its boundary conditions at infinity.

In order to overcome this problem Fredkin and Koehler [41, 14, 42] proposed

a hybrid finite element/boundary element method, which requires no finite

elements outside the magnetic domain Ω.

Since we assume no free currents in our system, we can calculate the

demagnetizing field using a magnetic scalar potential ϕ(x). It has to satisfy

∆ϕ = ∇ · J(x) for x ∈ Ω (3.34)
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∆ϕ = 0 for x 6∈ Ω (3.35)

with the boundary conditions at the boundary Γ of Ω

Div ϕ = 0 (3.36)

and

Div
∂ϕ

∂n
= −n · J . (3.37)

In addition it is required that ϕ → 0 for |x| → ∞. The weak formulation of

∇ · J is simply given by

∫

Ω

∇ · J dv =

∫

Ω

∑
j

{x,y,z}∑

k

∇kuj,kηj =

∫

Ω

∑
j

{x,y,z}∑

k

uj,k∇kηj , (3.38)

which can again be written in matrix-vector format as

d = D · u (3.39)

with

Dj,3j+k =

∫

Ω

uj,k∇kηj , (3.40)

where k stands for the three Cartesian components {x, y, z}.
The main idea now is to split the magnetic scalar potential ϕ into ϕ1 and

ϕ2. Then the problem can be reformulated for these potentials as

∆ϕ1 = ∇ · J (3.41)

with the boundary condition

∂ϕ1

∂n
= n · J . (3.42)

In addition ϕ1(x) = 0 for x 6∈ Ω.

As a result, we find for ϕ2

∆ϕ2 = 0 (3.43)
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with

Div ϕ2 = ϕ1 (3.44)

and

Div
∂ϕ2

∂n
= 0 . (3.45)

It is required that ϕ2 → 0 for |x| → ∞.

Potential theory tells us that

ϕ2(x) =
1

4π

∫

Γ

ϕ1(y)
∂G(x, y)

∂n(y)
da , (3.46)

where G(x, y) = 1/|x− y| is the Green function.

ϕ1 can be easily calculated using the standard finite element method as

explained in Sec. 2.

The (numerically expensive) evaluation of Eq. (3.46) in all Ω can be

avoided by just calculating the boundary values of ϕ2 on Γ and then solving

the Dirichlet problem Eq. (3.43) with the given boundary values. For x → Γ

Eq. (3.46) is given by

ϕ2(x) =
1

4π

∫

Γ

ϕ1(y)
∂G(x, y)

∂n(y)
da +

(
S(x)

4π
− 1

)
ϕ1(x) , (3.47)

where S(x) denotes the solid angle subtended by Γ at x. Upon triangulation

of the surface Γ of the domain Ω with triangular elements (which we naturally

get from a triangulation of Ω with tetrahedral elements) and discretization

of ϕ1 and ϕ2 we can rewrite Eq. (3.47) as

ϕ2 = Bϕ1 (3.48)

with the boundary matrix B, which is a dense matrix with a size of nb × nb

elements, where nb is the number of nodes on the surface Γ.

The discretization of the scalar double layer operator in Eq. (3.47) has

been derived by Lindholm [43]:

∫

Γ

ϕ1(y)
∂G(x, y)

∂n(y)
da ≈

∑
t∈Γ

3∑
i=1

Lt,iϕ1,t,i , (3.49)
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Figure 3.1: Local coordinate system and various vectors required for the
discretization of the boundary integral Eq. (3.47) [43].

where t runs over all triangles on the surface Γ of the domain Ω and i runs

over the three nodes of each triangle.

In order to calculate the matrix entries of B element by element (rather

triangle by triangle) we use the local coordinates defined in Fig. 3.1.

Lt,i =
si+1

8π|t|

(
ηi+1St − ζ

3∑
j=1

γijPj

)
(3.50)

ρi = rj − r (3.51)

si = |ρj+1 − ρj| (3.52)

ηi = η̂j · ρj (3.53)

ζ = ζ̂ · ρj (3.54)

γij = ξ̂i+1 · ξ̂j (3.55)

Pj = ln
ρj + ρj+1 + sj

ρj + ρj+1 − sj

(3.56)

|t| denotes the area of triangle t and St the solid angle subtended by triangle   
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t at the “observation point” r, which is given by

St = 2 · sgn(ζ) ·arccos

(
ρ1ρ2ρ3 + ρ1ρ2 · ρ3 + ρ2ρ3 · ρ1 + ρ3ρ1 · ρ2√

2(ρ2ρ3 + ρ2 · ρ3)(ρ3ρ1 + ρ3 · ρ1)(ρ1ρ2 + ρ1 · ρ2)

)
.

(3.57)

In order to calculate the demagnetizing field, we have to perform the

following steps:

Initialization

1. Discretize Eq. (3.41).

2. Calculate the boundary matrix in Eq. (3.48).

Solution

1. Solve Eq. (3.41) for a given magnetization distribution J using the

standard FE method.

2. Calculate ϕ2 on the boundary Γ using Eq. (3.48) to get the values for

the Dirichlet boundary conditions.

3. Calculate ϕ2 in the whole domain Ω using Eq. (3.43) with Dirichlet

boundary values.

4. Calculate Hdemag = −∇(ϕ1 + ϕ2).

3.5 Effective Field

Finally we can collect all contributions to the effective field and calculate it

by simple matrix-vector multiplications.

H i,eff ≈ − 1

ViJs,i

∂Etot

∂ui

= (Hext + Hdemag)i −
1

ViJs,i

((Gexch + Gani) · u)i

(3.58)

Since the matrices for the exchange and anisotropy energies depend only on

the (time independent) material parameters and the geometry, they need to

be calculated only once at the beginning. In order to save time and memory,

they can also be assembled into a single combined matrix, if the energies and

fields are not required separately.   
   
   
   
   
   
   
   
   
 



Chapter 4

Solution of the Micromagnetic

Equations

4.1 Energy Minimization

In Sec. 3 we have introduced the Gibbs free energy of a micromagnetic system,

discretized various contributions to the total energy, and derived the matrix-

vector formulation. Some complication was introduced by the demagnetizing

field, but the hybrid finite-element/boundary element method provides an

elegant way to solve the problem accurately with a finite element mesh,

which is restricted to the magnetic bodies.

This enables us to implement a simple energy minimization scheme to

find the equilibrium magnetization distribution. If the magnetic polarization

J is defined in Cartesian coordinates,

J(x) ≈
∑

i

Js,iuiηi =
∑

i

Js,i




ui,x

ui,y

ui,z


 ηi (4.1)

one has to use a constrained solver, which ensures, that the norm of J is

preserved: |J | = Js. However, it has been shown [44, 45] that the use of

spherical coordinates has several advantages:

• The number of unknowns is reduced by 1/3, which speeds up the solver.
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• The norm is automatically preserved, which allows the use of an un-

constrained solver.

• Convergence problems with a Lagrange multiplier approach for the con-

straint |J | = Js are avoided.

However, the direct calculation of the energy gradient in spherical co-

ordinates causes various problems due to the periodicity of the polar and

azimuth angles. Therefore, the magnetic polarization for the minimizer is

given in spherical coordinates (θ ∈ [0; π[, ϕ ∈ [0; 2π[).




ui,x

ui,y

ui,z


 =




sin θi cos ϕi

sin θi sin ϕi

cos θi


 ,

(
θi

ϕi

)
=

(
arccos(ui,z)

arctan(ui,y/ui,x)

)
(4.2)

Then it is converted to Cartesian coordinates. The energy gradient is calcu-

lated in Cartesian coordinates, converted back to spherical coordinates

∂E

∂θi

=
∂E

∂ui,x

∂ui,x

∂θi

+
∂E

∂ui,y

∂ui,y

∂θi

+
∂E

∂ui,z

∂ui,z

∂θi

= (4.3)

=
∂E

∂ui,x

cos θi cos ϕi +
∂E

∂ui,y

cos θi sin ϕi − ∂E

∂ui,z

sin θi (4.4)

∂E

∂ϕi

=
∂E

∂ui,x

∂ui,x

∂ϕi

+
∂E

∂ui,y

∂ui,y

∂ϕi

+
∂E

∂ui,z

∂ui,z

∂ϕi

= (4.5)

=
∂E

∂ui,x

(− sin θi sin ϕi) +
∂E

∂ui,y

sin θi cos ϕi (4.6)

and returned to the minimizer.

For the minimizer itself the limited memory variable metric (LMVM)

algorithm – a quasi-Newton-method – of the TAO package [46, 47] has been

selected, because it requires only the function values and the gradient of the

total energy. In replacement for the Hessian (which is not available due to

the demagnetizing field) the second-order information is approximated by a

limited history of previous points and gradients. A similar method has been

used in [44] and showed better convergence rates than Newton- or Gauß-

Seidel methods.
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4.2 The Dynamic Equation

The Landau-Lifshitz-Gilbert equation (Eq. (3.8)) is a system of ordinary

differential equations (ODEs), which can be written in a general form as

dy

dt
= f(t,y) , y ∈ RN (4.7)

with the initial condition

y(t0) = y0 . (4.8)

The PVODE package [48, 49] is a general purpose solver for initial-value

problems for stiff and non-stiff ODEs of the form of Eq. (4.7). It is based on

CVODE [50, 51] and uses MPI for parallelization and portability.

Two methods are available for the numerical solution of Eq. (4.7): The

backward differentiation formula (BDF), which is recommended for stiff prob-

lems, and the Adams-Moulton formula for non-stiff problems, both of which

feature a variable stepsize and variable order. Both formulas can be written

as the linear multistep formula

K1∑
i=0

αn,iyn−i + hn

K2∑
i=0

βn,i
dy n−i

dt
= 0 , (4.9)

where hn = tn − tn−1 is the stepsize and q the order. The Adams-Moulton

formula is obtained with K1 = 1 and K2 = q − 1 with 1 ≤ q ≤ 12. The

BDF formula is represented by Eq. (4.9) with K1 = q and K2 = 0 with

1 ≤ q ≤ 5. The numerical integration is started with q = 1 and then varied

automatically and dynamically.

If we insert Eq. (4.7) in Eq. (4.9) we get an implicit nonlinear system of

equations for y

G(yn) := yn − hnβn,0f(tn,yn)− an = 0 , (4.10)

which has to be solved at each time step. βn,0 and an depend on the method,

the integration order, and the previous time steps. An efficient method for

nonstiff problems is functional iteration, because it does not require the so-

lution of a linear system of equations. However, for stiff problems it is better   
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solved by Newton iteration, which does involve the solution of a linear system

of equations. PVODE uses a Krylov subspace method – the iterative scaled

preconditioned generalized minimal residual method (SPGMR) [52], whose

performance can be considerably improved with suitable preconditioners.

4.2.1 Preconditioning

Preconditioning of the system of linear equations involved in the Newton

iteration of the Krylov subspace method can considerably speed up its solu-

tion [53]. In addition, this method leads to fewer function evaluations of the

Landau-Lifshitz-Gilbert equation and allows larger time steps, which gives

an excellent performance of the numerical time integration.

In order to find the root of Eq. (4.10), the Newton method requires the

calculation of the intermediate corrections ∆y = ym − ym−1, which follow

from
∂G

∂y
∆y = −G(ym−1) . (4.11)

The matrix ∂G/∂y in this linear system of equations is approximated by

∂G/∂y ≈ I − hnβn,0
∂f

∂y
. (4.12)

The calculation of the Jacobian of f

∂f

∂y
=

∂

∂J

(
−γ′J ×H − αγ′

Js

J × (J ×H)

)
(4.13)

requires the calculation of the Jacobian of the total energy with respect to

the magnetization.

We have derived the expressions for the gradient of the total energy in

Sec. 3.3. Since the total energy is a simple sum of exchange, magnetocrys-

talline anisotropy, Zeeman, and magnetostatic energy, we have calculated

their gradients individually. For the first two contributions we found, that

the gradient of the energy is a linear function of magnetization and ended

up with a matrix-vector formulation. The external field is explicitly given

anyway, but the magnetostatic field had to be calculated with a hybrid finite

element/boundary element method.   
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Now we can analyze their contributions to the Jacobian of the total en-

ergy. The external field does not contribute at all, since it is independent of

the magnetization and its first derivative with respect to the magnetization is

zero. The first derivative of the demagnetizing field would contribute. How-

ever, it is not considered for the calculation of the Jacobian for two reasons.

First, its calculation would be very expensive in terms of computational ef-

fort, and, due to its long-range nature, it would lead to a full matrix for the

Jacobian. This results in huge memory requirements and a lot of communi-

cation between the processors in a parallel program. Moreover, we do not

need the exact Jacobian, but a sensible approximation, which still speeds up

the Newton iterations. Thus, it is sensible to consider only the contributions

from the exchange and magnetocrystalline anisotropy energy.

The calculation of the Jacobian of these two energy terms is finally very

easy. We have already calculated their gradient with respect to the magne-

tization in order to calculate their contributions to the local field. As men-

tioned before, we found the energy gradients to be linear with respect to the

magnetization and came up with a matrix-vector formulation. Due to this

linearity, their Jacobians are just simply given by these matrices Eq. (3.21)

and Eq. (3.28) and we just have to add them up to get the approximate

Jacobian for the total energy.

Finally, instead of calculating Eq. (4.11) with Eq. (4.12) directly, the

preconditioning technique is applied [54]: The linear system

Ax = b (4.14)

is rewritten as

(AP−1)(Px) = b (4.15)

and

A′x′ = b (4.16)

with A′ = AP−1 and x′ = Px. If P is a good approximation to A, then A′

is close to the identity matrix and Eq. (4.16) can be solved very efficiently.
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4.3 The Nudged Elastic Band Method

In order to find possible paths of a micromagnetic system through its energy

landscape to a local minimum of the total energy, we have implemented the

static energy minimization method (cf. Sec. 4.1) and the time integration of

the Landau-Lifshitz-Gilbert equation (cf. Sec. 4.2). We applied it to nucle-

ation (cf. Sec. 8) and domain wall pinning problems (cf. Sec. 7) as well as in-

vestigations of dynamic magnetization reversal processes (cf. Sec. 9, Sec. 10).

However, the investigation of thermal stability, which is an important topic

especially in the area of magnetic storage devices, requires the calculation of

transition rates between stable equilibrium states of the system. The tran-

sition rate between two stable equilibria is determined by the lowest energy

barrier (saddle point), which separates them. Henkelman and Jónsson pro-

posed the nudged elastic band method to calculate these minimum energy

paths [55]. This method has been successfully applied to complex micromag-

netic systems [56, 57] and it is especially suitable for parallelization.

The path is represented by a sequence of “images” (magnetization dis-

tributions), which connects the two given stable equilibrium states M i and

M f . These equilibria may be obtained using the static energy minimization

method, for example. The initial path is given by the initial magnetization

distribution M i and the final magnetization distribution M f and a number

of images M k in between, which can be obtained by simple linear interpola-

tion. Then, an optimization algorithm is applied, which moves the “elastic

band of images” through the energy landscape towards the optimal path,

which is defined by

(∇E(M k) · t)t = ∇E(M k) , (4.17)

where ∇E(M k) denotes the gradient of the total energy at image M k and t

is the unit tangent vector along the path. In order to avoid kinks in the path

the tangent is calculated using forward, backward, or second order central

differences. Eq. (4.17) requires the component of the gradient parallel to the

tangent to be equal to the gradient. In other words, the optimal path is

characterized by fact that the gradient of the total energy is parallel to the
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tangent for any image M k.

Starting from the initial path an iterative optimization scheme is applied,

which moves the images M k in a direction D(M k), which is given by

D(M k) = −
(
∇E(M k)− (∇E(M k) · t)t

)
. (4.18)

The interpretation of this expression is obvious: The images are moved along

the negative gradient of the total energy perpendicular to the tangent. The

negative gradient determines the direction towards lower energy while the

distance between the images is preserved by taking only the component per-

pendicular to the tangent. Thus, an ordinary differential equation can be

formulated
∂M k

∂t
= D(M k) , (4.19)

where t denotes some artificial time parameter, which is integrated using any

ODE solver.

After the discussion of the static energy minimization method and the

time integration the Landau-Lifshitz-Gilbert equation, the implementation

of the nudged elastic band method has become very simple, because we can

reuse parts of both of them. The static energy minimization provides us with

the gradient of the total energy and for the integration of Eq. (4.19), we can

use the same methods explained in Sec. 4.2 by just replacing the right hand

side of Eq. (4.7) with Eq. (4.18).

The parallelization of this method can be done by distributing the images

across the processors. Thus, every processors needs the full set of matrices

(but only one copy independent of the number of images), which are required

for the calculation of the local fields (and gradients). However, there is no

need to partition the finite element mesh any more, because every processor

has to do the full calculation for the images. This has the advantage, that

no communication is required during the calculation of the gradient of the

total energy. Only for the calculation of the tangents the magnetization of

some images has to be copied to “neighboring” processors.

   
   
   
   
   
   
   
   
   
 



Chapter 5

Implementation

The implementation of the micromagnetics package is based on the freely

available open source toolbox “PETSc” – the Portable, Extensible Toolkit

for Scientific Computation [58]. It provides the data structures and low

level linear algebra and many utility routines for small serial programs as

well as large-scale applications for massively parallel supercomputers. Most

important, it has a very clear design and simple interfaces for a steep learning

curve and many additional features, which speed up the development process

and help identifying and avoiding the pitfalls of parallel programs.

5.1 Required Libraries

The basic structure of the PETSc package is outlined in Fig. 5.1. It is built on

well established standards for scientific computation: The BLAS libraries for

basic linear algebra operations [59], LAPACK for higher level linear algebra

functions [60], LINPACK for dense matrix factorization [61], and MPI for

interprocess communication [62, 63], to name the most important ones. For

all these libraries there are highly optimized implementations for all major

hardware platforms available, which ensures easy portability and maximum

performance.

On top of these “building blocks” PETSc implements commonly used

data structures like vectors and matrices, the latter in various formats for

dense, sparse, and block diagonal types for serial or parallel programs. These
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Matrices

Preconditioners

SNES

Krylov Methods

PETSc

MPI

Index SetsVectors

ODE solversSLES

LAPACKBLAS

Figure 5.1: Structure of the PETSc library.

data structures are then used by the different numerical solvers for linear and

nonlinear systems and ODEs to carry out the calculations with the underlying

libraries. Even though PETSc is implemented in plain ANSI C it uses many

object oriented techniques like data encapsulation and polymorphism, which

makes it very flexible and efficient. Moreover, it provides a number of util-

ity functions, which simplify the implementation of the application around

the numerical problem: There are routines for the handling of program pa-

rameters and configuration files, data i/o and graphics output, profiling and

logging, debugging and memory allocation tracking.

In addition, PETSc has interfaces to several other software packages.

The ‘Toolkit for Advanced Optimization” (TAO) [46] is one of them, and it

is used for the static energy minimization in the micromagnetics application

(in fact TAO itself is built on PETSc). There are also interfaces to ParMetis

for parallel graph partitioning and PVODE [48] the parallel ODE integrator.

For reasons to be explained later these built-in interfaces have not been used,

but still the integration into PETSc is straight forward.

TAO is among a number of other libraries, which are used by the micro-

magnetics application (Fig. 5.2). The Metis library is used for mesh parti-

tioning [64], PVODE for the time integration of the LLG equation [48], zlib

for compressed data output [65], and libpng for the direct output of graphics

files in PNG format [66].

A complete list of all required packages, short descriptions, references,

and URLs can be found in App. B.   
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Mesh handling

Metis MPI BLAS LAPACK zlib libpng

data/graphics

TAO PVODE

Figure 5.2: Structure of additional libraries.

5.2 Program Structure

The micromagnetics application can be divided into four sections (Fig. 5.3).

First there is a short serial initialization part, which is executed on just one

single processor. It reads the configuration files, various input files for the fi-

nite element mesh, the initial magnetization, material parameters, etc. Then

the data are distributed to the different processors and all required initial-

ization steps for parallel processing are initiated. Next the micromagnetic

solvers are initialized, any remaining data structures are created, and stiff-

ness and boundary matrices are calculated. Then the solver is called, which

calculates energies and energy gradients, local fields and magnetization dis-

tributions. It continues calculating iteratively all desired quantities until

some exit condition is met. Finally, the last state of the simulation is stored,

all data structures are destroyed and the parallel processing environment is

cleaned up.

To achieve optimal performance, it is sensible to make the initial serial

initialization part as short as possible. However, this may require some ad-

ditional data exchange between different processors at a later stage of the

initialization phase. Even worse, it increases the amount of “bookkeeping”

which is necessary to keep track of the distributed data. This trade off has

shown up in the mesh partitioning phase, which can be done in parallel us-

ing ParMetis via the built-in interface of PETSc. Yet, it proved to be easier

to handle, if it is done during the serial initialization phase on just a sin-

gle processor. Since the whole initialization process itself usually takes only

a fraction of the time of the rest of the simulation, it is not as important

anyway.
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solution loop

clean up

parallel initialization

single processor init.

program flow chart

Figure 5.3: Coarse flow chart of the program.

5.2.1 Serial Initialization

The main tasks during the serial initialization phase are summarized in

Fig. 5.4. When the application is started, the different instances of the

application on various processors are initialized and synchronized. Then the

first processor reads the configuration file for the simulation and evaluates

the parameters and command line arguments. This is followed by reading the

finite element mesh, reading the material parameters file and initializing the

magnetization distribution. If requested, the finite element mesh is refined

globally before it is partitioned using the Metis library.

Metis uses a very efficient serial multilevel k-way partitioning algo-

rithm [67, 68], which gives high quality partitionings. First, the structure

of the finite element mesh has to be mapped to a graph suitable for process-

ing by Metis. The structure of the mesh is in its simplest form defined by a

list of elements, for each of which the ids of its four vertices are given. The

utility function METIS MeshToDual generates from this information the dual

graph in which each vertex corresponds to an element in the mesh and each

edge connecting two vertices indicates, that the corresponding elements share

a face. (This information is later also used to detect the boundary triangles

of the finite element mesh and to calculate the boundary matrix as described   
   
   
   
   
   
   
   
   
 



CHAPTER 5. IMPLEMENTATION 44

single processor
initialization

PETSc/MPI init.

read FE mesh

read parameters

mesh partitioning

distribute data

Figure 5.4: Flow chart of the single processor initialization section.

in Sec. 3.4.) Then the graph is partitioned in such a way, that the mesh

is split into equal-size parts and the number of adjacent elements assigned

to different processors is minimized. The first condition leads to a load bal-

ancing among the processors (assuming a set of equal processors), whereas

the second should minimize the communication between different processors

resulting from the assignment of adjacent elements to different processors.

Based on the partitioning of the elements the nodes of the mesh are assigned

to those processors, to which the majority of elements, which shares a given

node, belongs (subject to balance constraints). Each processor then has (ap-

proximately) the same number of elements and nodes and a minimum of

faces and nodes, which are shared with other processors. Fig. 5.5 shows the

partitioning of the finite element mesh of a flat cylinder. The model is cut

parallel to the axis of the cylinder, which results in the smallest areas of the

cut planes and the smallest number of faces and nodes, which are shared by

different partitions.

The dual graph of the finite element mesh is also used to prepare the   
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(a) (b)

(c) (d)

Figure 5.5: Mesh partitioning of a soft magnetic nanodot for two, three, four,
and ten processors, respectively. Different colors correspond to parts which
are assigned to different processors.
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calculation of the boundary element matrix involved in the calculation of

the demagnetizing field (cf. Sec. 3.4). There we need the boundary faces

of the finite element mesh. Since we know the element connectivities from

the dual graph, we immediately know all boundary elements, since they

have at most three neighbors with which they share a common face. As

we loop over all these elements, we just have to compare the faces with

those of the neighbors to find out, which face lies on the surface of the finite

element mesh. Especially this step would be quite troublesome, if the mesh

was already distributed, because it would require a lot of communication

and bookkeeping. Then, the boundary nodes are easily identified by the

boundary faces.

According to the partitioning scheme suggested by Metis all data are

then distributed to their destination processors. Many parameters like the

initial time, number of nodes, elements, and faces, material parameters and

vertex coordinates are broadcast to all processors. Other data arrays like the

vertex to element assignment, element properties, and other element data are

delivered just to the processors, which “own” the element. However, these

data structures make only a minor part of the total required storage space.

All these steps are done only by the first processor, but the serial initial-

ization part is very short and not computation intensive, which is the reason

for the excellent scaling of the program initialization, which will be shown in

Sec. 6.3.

5.2.2 Parallel Initialization

When all data have been delivered to their proper processors, the parallel

data structures can be created and initialized (cf. Fig. 5.6). The parallel

PETSc vectors for local magnetic fields, magnetic scalar potentials, etc. are

created and the parallel solver for the Poisson problem is initialized.

Then the computation intensive part starts: First, the finite element mesh

is analyzed thoroughly. The volumes of all elements and vertices (using the

box scheme [40]), element quality factors, and the corresponding extrema

and averages are calculated. Next, the stiffness matrix of the Poisson prob-

lem (Eq. (2.15)) and the matrices for the contributions to the local field   
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parallel initializ.

create data struct.

initialize solver

initialize data output

enter solution loop

Figure 5.6: Flow chart of the parallel initialization section.

(Eqs. (3.21), (3.28)) are calculated on an element by element basis. However,

the results are directly inserted in the global matrices, where the contribu-

tions from different elements (even from different processors) are added up

by PETSc automatically. This behavior makes the handling of the nodes of

the finite element mesh very convenient, because we do not have to manage

any duplicate nodes (“ghost points”).

Fig. 5.7 shows how PETSc distributes the data of matrices and vectors

over the processors. For example, a simple 8 × 8 matrix is split into four

partitions for four processors. The first two rows are stored on the first

processor, the next two rows on the second processor, another two rows

on the third, and the last two rows on the fourth processor. Vectors are

distributed in a similar way: Each processors holds those elements which

correspond to nodes of the finite element mesh that have been assigned to

that processor.

The sparsity pattern of the stiffness matrix of the nanodot model on

a single processor is shown on the left in Fig. 5.8. The band structure is

achieved by a suitable numbering of the nodes, which has in this case been

optimized by the mesh generator Patran using the Gibbs-Poole-Stockmeyer

algorithm [69]. This can already be considered a type of “mesh partitioning”
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Figure 5.7: Matrix-vector multiplication with matrix and vector elements
distributed over four processors.

since it renumbers the nodes in such a way, that nodes with common edges

are close to each other in the numbering scheme. Thus, after partitioning the

band structure is only slightly disturbed as shown on the right in Fig. 5.8,

where the sparsity pattern of the whole stiffness matrix on two processors is

shown. The dashed line separates the parts of the first and second processor.

Then, the boundary solid angles S(x) are calculated which are subse-

quently used during the calculation of the boundary matrix (cf. Eq. (3.47)).

In each element the solid angles subtended by the face opposite each node vi

(Fig. 5.9) are calculated as

ω(vi) = α + β + γ − π , (5.1)

where α, β, and γ denote the dihedral angles between each pair of faces,

which share the node vi. These dihedral angles are calculated using the face

normals (e.g. na and nb) as

α = π − arccos(na · nb) (5.2)

The contributions from all elements sharing a common node are summed up

and finally give the required boundary solid angle S(x). If this calculation is
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Figure 5.8: Sparsity pattern of the stiffness matrix of the nanodot model for
a single processor (left) and distributed over two processors (right).

done for all nodes (including interior ones), the result can be checked against

the boundary indicators obtained during the serial initialization, because the

solid angle for all interior nodes has to be 4π, naturally.

For the data output along a sampling line through the model and for

the graphics output the interpolation matrices are calculated (cf. Sec. 6.2.2).

Then, the requested solver (PVODE for integration of the Landau-Lifshitz-

Gilbert equation, TAO for energy minimization, or the solver for the nudged

elastic band method) is initialized and all additionally required data struc-

tures are created.

The initialization phase is finally completed with the calculation of the

local fields and energies of the initial magnetization distribution, first entries

in the log files, and the removal of data structures, which are not needed any

more.

5.2.3 Parallel Solution

The solution of the micromagnetic problem (cf. Fig. 5.10) is then carried

out with the requested solver. All solvers require the calculation of local

effective field Eq. (3.58) with simple matrix-vector multiplications. Since all

matrices (except for the boundary matrix Eq. (3.48)) are sparse matrices,
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Figure 5.9: Solid angle of a trihedral angle made up by three faces of a
tetrahedron.

these matrix-vector multiplications with distributed data are very efficient.

If we assume a diagonal matrix with

aij = aiδij (5.3)

the matrix-vector multiplication in Fig. 5.7 would not require any communi-

cation:

b1 = a11x1 . . . all data on processor 1

b2 = a22x2 . . . all data on processor 1

b3 = a33x3 . . . all data on processor 2

b4 = a44x4 . . . all data on processor 2

b5 = a55x5 . . . all data on processor 3
...

However, if there are also some off-diagonal elements, then some communi-

cation is required:

b1 = a11x1 + a12x2 . . . all data on processor 1

b2 = a21x1 + a22x2 + a23x3 . . . x3 from processor 2 required

b3 = a32x2 + a33x3 + a34x4 . . . x2 from processor 1 required   
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solution loop

perform iteration

calc. observables

data output

continue/abort

Figure 5.10: Flow chart of the solution loop.

b4 = a43x3 + a44x4 + a45x5 . . . x5 from processor 3 required

b5 = a54x4 + a55x5 + a56x6 . . . x4 from processor 2 required
...

This gives a first idea, how distributed matrices and vectors and some linear

algebra functions are handled. Yet, the user need not be concerned with

these details since PETSc hides all the communication away and manages it

internally.

For the integration of the LLG equation or the nudged elastic band

method PVODE is called to make one time step. The energy minimiza-

tion with TAO is performed until equilibrium has been reached. Then all

required observables are calculated and written to a log file and additional

data of the sampling line and graphics output are stored. Finally, several

stopping criteria are checked and the simulation is continued with the next

iterative step or it is aborted.
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clean up

write final data

finalize PETSc/MPI

destroy data struct.

destroy solver

Figure 5.11: Flow chart of the final clean up section.

5.2.4 Clean Up

When the simulation has been completed, the final results are logged, the

solvers are destroyed, all data structures freed and the program exits grace-

fully (cf. Fig. 5.11).

   
   
   
   
   
   
   
   
   
 



Chapter 6

Optimization

During the implementation of the micromagnetics application, special at-

tention has been paid to the optimization with regard to speed and storage

requirements. The former is strongly determined by good scaling proper-

ties of the program on multiple processors. The latter is not an issue for

the memory (owing to the distributed data structures), but it can become a

problem concerning the size of the data files, which are generated and stored

on disk during a simulation.

6.1 Profiling

The timing of a serial (single processor, single threaded) program is usu-

ally measured as the “real CPU time” (the time which is spent executing

commands of the program) by the kernel of the operating system. Thus, idle

times during which the program is “sleeping” and waiting for other processes

or i/o operations to complete are not taken into account.

On the contrary, the timing of a parallel program has to be done in

terms of the elapsed time between its invocation and termination (“wall clock

time”). Idle times of one of the different instances of the program indicate a

load balancing problem, which may lead to a less than optimal scaling. As a

result, careful profiling requires, that all instances have an equal environment

on their processor (i.e. no other processes producing a high load should be

running) and all timings have to made in terms of “elapsed wall clock time”.
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Accurate profiling of the application is supported by several PETSc fea-

tures, which are activated with command line arguments for the PETSc

application:

• -log summary prints a summary of timing data and performance statis-

tics at the end of the program. The impact on the overall performance

of the program is very small.

• -log info prints detailed information about data structures, solver

performance and i/o operations. Printing these data on stdout or to a

file slows down the program considerably, but it provides accurate infor-

mation about specific parts of the program. If this option is selected,

the execution of all subroutines of the micromagnetics application is

timed individually.

6.2 Data I/O

Reading files from and writing them to disk is a quite slow process, but usu-

ally the total time spent with i/o operations is negligibly small as compared

to the total execution time of the program. More important is the amount

of data, which have to be stored. Due to the distributed data structures,

the size of the finite element models can be increased (almost linearly) with

the number of processors, if each of them has the same amount of private

memory available. However, the generation of the FE models and the storage

of the results to disk can become a problem.

6.2.1 Mesh Refinement

The requirements for a suitable finite element mesh have already been dis-

cussed in Sec. 2.4. In order to reduce the size of the initial finite element

mesh, global or partial (adaptive) mesh refinement can be done at run time.

Yet, in parallel programs adaptive refinement methods give rise to another

difficulty and that is “load balancing” [70]. In order to get the maximum

speed up, each processor working for a parallel program should be busy

all the time, because delays and idle times reduce the overall performance.   
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Therefore, the problem is initially split up into parts, which will give each

processor the same amount of work. To be more accurate, in a heteroge-

neous environment where machines and processors with different speeds and

capabilities are used, the numerical problem has to be distributed in such a

way, that all processors finish their tasks at the same time. Then they do

not have to wait for each other, when they have to synchronize their results.

Adaptive mesh refinement methods insert and remove finite elements (and

therefore nodes) and modify the number of unknowns at run time. Thus,

the computational effort will increase for processors working on a partition

of the finite element mesh, where elements have been inserted, and decrease

for those, where elements have been removed. Of course, this disturbs the

initial load balancing and requires a new partitioning of the finite element

mesh, redistribution of the current data to the processors and reinitialization

before the calculation can be resumed. This scheme has been implemented

in the finite element package “UG” [71, 72], whose data model is based on

“Dynamic Distributed Data” [73], a software tool for distributed memory

parallelization.

Nevertheless, global mesh refinement has been implemented, because it

allows much smaller input data files and adds the flexibility of increasing

the mesh resolution without remeshing the model with a mesh generator.

The global refinement scheme is very simple, because it just splits up every

finite element into eight “children” (cf. Fig. 6.1) [16]. The details of the

implementation are discussed in Sec. 6.2.1. If this scheme is applied to the

whole finite element mesh, its structure remains consistent. The quality of

the mesh is preserved, because the four children in the corners of the parent

element are congruent to the parent and the other four from the octahedron

in the center have equal volumes, too. Even though they are not congruent

with the parent, it has been shown, that at most three congruence classes

occur. Thus, the stability of the generated triangulations is preserved. With

every refinement step the number of finite elements increases by a factor of

eight and the number of nodes approximately, too.

As a result, the input data files and especially the file containing the mesh

geometry are much smaller. Even more important, the mesh generator does

not have to generate a very fine and therefore large mesh, even though it has   
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Figure 6.1: Global refinement of a “parent” tetrahedral finite element (thick
lines) into eight “children” [16].

to be fine enough to resolve the details of the geometrical model and should

give finite elements of good quality. Moreover, convergence of the results can

be “easily” checked with a refined finite element mesh.

6.2.2 Data Output

For the direct output of graphics images, the PNG file format has been

chosen, because it is widely supported (also by all newer WWW clients),

generates very small, highly compressed files, it is not encumbered by any

patents (like the GIF file format), and the reference library libpng [66] is

freely available.

However, first the magnetization, which is defined on the nodes of the

unstructured finite element mesh, has to be interpolated on a regular mesh

in the desired slice plane. The slice plane is defined in the configuration file

in the form

ax + by + cz = d , n =




a

b

c


 (6.1)

with the normal vector n. Then all elements, which are cut by the slice plane

have to be found. In order to simplify this task the whole model (simply the   
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Cartesian coordinates of the vertices) is translated and rotated in such a way,

that the slice plane coincides with the x-y-plane. Then all elements which

are cut by the x-y-plane – this is easily determined using the z-coordinates

of the vertices – are tagged, and the maximum dimensions (the “bounding

rectangle”) of the finite element model in the slice plane are determined.

For a given image size we can now calculate the Cartesian coordinates P of

each pixel P , which then has to be assigned to one of the tagged elements,

within which the pixel is located. This “point location problem”, which is

a standard problem in geographic information systems and computer-aided

design and engineering [74], is the most time consuming part. However, the

number of tagged elements (which are cut by the slice plane) is usually far

smaller than the total number of elements, and so we can use a brute force yet

clever approach, which takes advantage of some peculiarities of our specific

problem.

In principle, for each pixel we have to search all tagged elements and

determine if the pixel is inside or outside. But we can speed up the search

by skipping those elements, for which the distance of the pixel from the first

node is larger than the maximum edge length of any tetrahedron.

If a suitable element is found we calculate the barycentric coordinates

BP = (α, β, γ, δ) of the pixel. The barycentric coordinates are defined as

the relative position of P inside the tetrahedron ABCD. In a “regular”

tetrahedron (which has three edges coinciding with the coordinate axes) these

correspond to the relative coordinates as indicated in Fig. 6.2.

P = αA + βB + γC + δD , δ = 1− α− β − γ (6.2)

If we solve for (α, β, γ) we get a simple linear system of equations




α

β

γ


 = (A−D|B −D|C −D)−1 · (P −D) (6.3)

The point P is inside the tetrahedron if and only if

α, β, γ, δ ≥ 0 , (6.4)   
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Figure 6.2: Barycentric coordinates in a regular tetrahedron.

which is equivalent to

α, β, γ ≥ 0 and α + β + γ ≤ 1 . (6.5)

The barycentric coordinates (α, β, γ, δ) give the weight, by which the

data values at the corresponding vertices of the tetrahedron contribute to

the linear interpolation at P . Thus, for some data xi defined on the vertices

of the tetrahedron, we find the linear interpolation at P with

xP = αxA + βxB + γxC + δxD . (6.6)

As a result we can assemble an interpolation matrix, which calculates the

magnetization for all pixels of the image. Let MFE denote the PETSc vector

of one Cartesian component of the magnetization of all nodes of the finite

element mesh and M ip the PETSc vector of interpolated values, then we

have

M ip = AipMFE (6.7)

with the (m × n) interpolation matrix (m = a × b rows for images with   
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Figure 6.3: Sparsity pattern of the interpolation matrix for graphics output.

a × b pixels and n columns for a finite element mesh with n nodes). The

matrix elements Aij,ip are given by the barycentric coordinate of pixel Pi

corresponding to node with the global index j of the finite element, in which

the pixel is located. This matrix is very sparse (cf. Fig. 6.3 for the sparsity

pattern of the nanodot model), as it has only four entries per row (the four

barycentric coordinates of a given pixel).

Since the interpolation matrix depends only on the triangulation, we can

calculate it during the initialization phase of the program. Whenever a snap-

shot of one magnetization component should be stored to disk, a simple

matrix-vector multiplication gives the interpolated values at the pixel posi-

tions. Then the data are color coded using the scheme shown in Fig. 6.4.

Finally, the PNG library [66] is called to convert these data into a PNG

graphics file.

In addition to snapshots of the magnetization it is often desirable to
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Figure 6.4: RGB color intensities for data encoding and resulting color map.

measure some data along a probing line through the model. This feature has

been implemented based on the algorithm described above. For the probing

line we translate and rotate the model to make the probing line coincide

with the x-axis. Then we tag all elements, which are cut by the x-axis and

determine the barycentric coordinates of every point on the sampling line.

We finally end up with another interpolation matrix, which calculates the

data values along the probing line. These can then be stored in a data file

on disk.

Finally, the complete set of data, which includes the magnetization, the

magnetic scalar potential, and the local fields are stored in files in UCD

format [75]. This file format can be read by many advanced visualization

packages like AVS [76] and MicroAVS [77]. However, the (human-readable)

ASCII UCD format generates huge files, because the whole finite element

mesh is stored in each file. Thus, two measures have been taken to tackle

this problem.

First, the finite element mesh is stored in a single separate file in UCD

format during the initialization phase. The data files, which are generated

during the simulation are then stored without the mesh definition, which

saves about 50% of disk space. Secondly, the data files are compressed using

the zlib-library [65] in gzip-compatible format, which shrinks the data to   
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about 30% of their initial size. Thus, we end up with data files, which

require only 15% of the uncompressed storage space. To restore the data in

proper UCD format, a simple shell script uncompresses the data and merges

them with the mesh data. Alternatively, there is also a binary UCD format,

which gives smaller files than the standard ASCII format, but it is not as

widely supported and may lead to compatiblity problems, when the files are

transferred to machines with different hardware architecture and operating

system.

6.3 Performance

The performance (the speedup in particular) of the micromagnetics applica-

tion has been measured on a Compaq SC45 cluster consisting of 11 nodes Al-

pha Server ES45 with 4 Alpha processors (EV68 @ 1 GHz, 8 MB Cache/CPU)

and 16 GB of shared memory each. The nodes are interconnected with a

Quadrics switch, which provides a maximum MPI bandwidth of 600 MB/s.

Since this machine has been shared with several other users, up to 24 pro-

cessors have been available for speedup measurements.

The speedup has been measured as

SP =
t1
tP

,

where t1 is the execution time of the program for a given problem on a

single processor and tP is the execution time for the same problem on P

processors [78].

The energy minimization method, which uses the LMVM method of the

TAO package (cf. Sec. 4.1), has been applied to calculate the nucleation

field of FePt nanoparticles (cf. Sec. 8.3). The timing results are summarized

in Fig. 6.5. On 8 and 16 processors we find a “superlinear” behavior of

the solution part of the application. This is a well known phenomenon in

parallel computing and can be attributed to caching effects. As the same

total amount of data is distributed over more processors, the relative amount

decreases and may reach a size, where it fits into the fast cache memory of

modern computer architectures. As a result, the data need not be fetched   
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from the main memory (which is a lot slower than the cache memory) and

the calculations are completed a lot faster. However, as ever more processors

are used, communication requires more and more time which eventually leads

to a saturation of the speedup factor.

The parallel time integration using PVODE is not as efficiently paral-

lelized as the TAO package, which is shown in Fig. 6.6.

For comparison, Tab. 6.7 shows the speedup obtained on a Beowulf type

cluster of 900 MHz AMD PCs running Linux [79] (for a different problem).

These machines are linked with a standard switched 100 MBit Ethernet net-

work.
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1 10 100
processors

0.01

0.1

1

10

tim
e 

(h
)

ideal
sum
solution
init.

processors CPU time (h) speedup

initialization
1 0.202 1.00
4 0.080 2.52
8 0.046 4.38
16 0.032 6.26
20 0.027 7.33
24 0.025 7.86

solution
1 5.047 1.00
4 1.500 3.36
8 0.568 8.87
16 0.307 16.41
20 0.233 21.57
24 0.210 23.97

total
1 5.249 1.00
4 1.581 3.32
8 0.615 8.53
16 0.339 15.44
20 0.261 20.06
24 0.236 22.20

Figure 6.5: Speedup of initialization, solution, and total execution time of
the parallel energy minimization algorithm (TAO) on an AlphaServer.
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1 10 100
processors

0.01

0.1

1

10
tim

e 
(h

)
ideal
sum
solution
init.

processors CPU time (h) speedup

initialization
1 0.255 1.00
2 0.196 1.30
3 0.141 1.81
6 0.080 3.19
8 0.062 4.07
16 0.037 6.73
20 0.032 7.96

solution
1 6.309 1.00
2 3.379 1.86
3 2.416 2.61
6 1.120 5.63
8 0.913 6.91
16 0.451 13.98
20 0.393 16.03

total
1 6.565 1.00
2 3.576 1.83
3 2.557 2.56
6 1.200 5.46
8 0.975 6.72
16 0.489 13.42
20 0.425 15.42

Figure 6.6: Speedup of initialization, solution, and total execution time of
the parallel time integration (PVODE) on an AlphaServer.   
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tim
e 

(h
)

ideal
sum
solution
init.

processors CPU time (h) speedup

initialization
1 0.075 1.00
3 0.083 0.91
5 0.057 1.32

solution
1 24.334 1.00
3 8.5059 2.86
5 5.8314 4.17

total
1 24.41 1.00
3 8.589 2.84
5 5.889 4.15

Figure 6.7: Speedup of initialization, solution, and total execution time of
the parallel time integration (PVODE) on a Beowulf type AMD cluster.

   
   
   
   
   
   
   
   
   
 



Chapter 7

Domain Wall Pinning in SmCo

Permanent Magnets

The coercivity mechanism of precipitation hardened SmCo permanent mag-

nets is dominated by the pinning of magnetic domain walls on the precip-

itation structure. In this chapter the microstructure of these magnets is

determined using transmission electron micrographs and simplified models

are developed. The basics of the pinning mechanism on planar interfaces,

intercellular phases and a simple cell structure are investigated using mi-

cromagnetic simulations and compared with an analytical model. Then, a

model of the rhomboidal cell structure is used to study attractive and repul-

sive pinning for different material parameters and material compositions.

7.1 Introduction

Samarium-Cobalt type permanent magnets were discovered in the 1960’s by

Strnat and coworkers [1]. The high magnetic moment of Sm and Co as well

as the high magnetocrystalline anisotropy are the reason for the excellent

magnetic properties of this material. As compared to NdFeB type magnets

SmCo magnets have superior properties at elevated temperatures due to their

high Curie temperatures (720 ◦C for SmCo5 and 820 ◦C for Sm2Co17 [80]) and

low temperature coefficients of coercivity, which makes it the best material

currently available for high temperature magnets.
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Thus, the HITEMAG project of the European Union [2], whose objective

is the development and optimization of magnetic materials for high temper-

ature applications, concentrates on this material.

7.2 Experimental Characterization

Precipitation hardened Sm(Co,Fe,Cu,Zr)7.5−8 magnets are classified as “pin-

ning controlled” [81, 82] and their behavior arises from the cellular precip-

itation structure, which is observed in transmission electron micrographs.

Figs. 7.1, 7.2 show the microstructure of typical Sm(Co,Fe,Cu,Zr)7.5−8 type

magnets. The magnetic properties are determined by the fine cell morphol-

ogy with rhomboidal cells of Sm2(Co,Fe)17 with a typical diameter of 100–

200 nm, which are separated by a boundary phase of Sm(Co,Cu,Zr)5−7 [83].

The cellular precipitation structure is formed during a lengthy production

process with sophisticated heat treatment, which includes sintering, homog-

enizing, quenching, isothermal aging, and annealing [12]. Its development is

determined by the direction of zero deformation strains due to the lattice mis-

fit between the different phases [84]. The quality of this intercellular phase

strongly depends on the additives, especially Zr and Cu. Cu is concentrated

in the intercellular “1:5” phase, whereas Zr is mainly found in the lamellar

structure of the Z-phase and provides a diffusion path for Cu segregation.

Foucault images of Lorentz electron microscopes show that the cellu-

lar precipitation structure acts as a pinning site for magnetic domain walls

(Fig. 7.3) [85, 86, 87, 12]. The difference in composition between the cells and

the cell boundary phase gives rise to a difference in the magnetocrystalline

anisotropy. As a result it is energetically favorable for a magnetic domain

wall either to stay in the cell boundary phase (“attractive domain wall pin-

ning” if the domain wall energy is lower) or just inside the cells (“repulsive

domain wall pinning” if the domain wall energy in the cell boundary phase

is higher than that in the cells) [88].
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Figure 7.1: TEM micrograph of the microstructure of a Sm(Co,Fe,Cu,Zr)z

precipitation hardened magnet. The lamella phase perpendicular to the
[0001] direction of the cell matrix phase gives strong contrast in this im-
age [89].

Figure 7.2: Bright field TEM micrograph of the cellular precipitation struc-
ture of a Sm(Co,Fe,Cu,Zr)z magnet. The Sm2(Co,Fe)17 cells are surrounded
by Sm(Co,Cu)5 cell boundaries [89].
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Figure 7.3: Lorentz electron micrograph of a Sm(Co,Fe,Cu,Zr)z magnet. The
magnetic domain wall between two domains with opposite magnetization
(bright and dark cells) is pinned on the precipitation structure [87].

7.3 Simplified models

7.3.1 Pinning on a Planar Interface

If a perfect interface with a discontinuity in the material parameters is as-

sumed, a one-dimensional micromagnetic model can be calculated analyt-

ically. Schrefl [90] has calculated the nucleation field for two neighboring

grains with 90◦ misoriented easy axes. Kronmüller and Goll [91] have pre-

sented a model for grains with parallel easy axes but a step-like change in

the material parameters at the interface. Finally, Della Torre et al. [92] have

assumed a variation of the exchange energy as a function of position and

they have obtained results for a square well and Gaussian decrease.

Our simplest geometrical model of the pinning process includes two dif-

ferent materials (different saturation polarization Js, uniaxial magnetocrys-

talline anisotropy K1 and exchange constant A) with a perfectly planar inter-

face assuming a step like change [91] of the material parameters (cf. Fig. 7.4).

Typical values for Sm(Co,Fe,Cu,Zr)z magnets can be found in Tab. 7.1. How-

ever, the simulations are independent of the choice of A and K1, only the

exchange length lex =
√

A/K1 is relevant. If an ideal Bloch wall is assumed,
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III

H ext

anisotropy
axes

Figure 7.4: Model geometry for domain wall pinning on a perfectly planar
interface with parallel anisotropy axes. The chain of arrows indicates the
magnetization distribution of a pinned domain wall.

the pinning field, which is required to force the domain wall into the hard

material (with higher domain wall energy), can be calculated with the 1D

analytical model of Kronmüller and Goll [91]. The micromagnetic simulation

is initialized with a Bloch wall in the softer material (I) and the external field

pushes it towards the interface into the harder material (II) (cf. Fig. 7.4).

The comparison with the micromagnetic simulations shows, that the edge

length of the finite elements has to be smaller than the exchange length (e.g.

1.8 nm in Sm2Co17 [91]) of the harder material in order to avoid “artificial

pinning” on the finite element mesh (cf. Sec. 7.3.4). Fig. 7.5 shows the

dependence of the pinning field Hpin (in units of the anisotropy field H II
ani =

2KII
1 /J II

s ) on the ratio of exchange (εA = AI/AII) and anisotropy constants

(εK = KI
1/K

II
1 ). The thick curve represents εA · εK = 1, where the two

materials have equal domain wall energy and therefore exhibit no domain

wall pinning (Hpin = 0). Only that part with Hpin > 0 is physically relevant.

The pinning field is always smaller than the anisotropy field. For given

εA the pinning field is proportional to εK . However, if εA is reduced (which

decouples the two materials), the coercive field shows a steep increase towards

the anisotropy field. Thus, in order to reach high pinning fields, a low εA

ratio has to be achieved.
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Figure 7.5: Dependence of the pinning field Hpin (in units of the anisotropy
field of material II) on the ratio of exchange (εA) and anisotropy constants
(εK) for given AII and KII

1 according to a 1D analytical model [91]. The thick
curve represents εA ·εK = 1, where the two materials have equal domain wall
energy and Hpin = 0.

When the external field is switched on, the domain wall moves towards

the interface and gets pinned. As the external field increases the Bloch

wall is more and more forced into the “harder material” until it depins and

propagates further through the “harder material”. The analytical result has

been calculated with the one dimensional model of Kronmüller and Goll [91],

which gives the pinning field as

Hpin =
2KII

1

J II
s

1− εAεK

(1 +
√

εAεJ)2
, (7.1)

where

εJ =
J I

s

J II
s

, εA =
AI

AII
, εK =

KI
1

KII
1

(7.2)

and (I) denotes the material parameters of the softer material and (II) those

of the harder material.
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“2:17” type “1:5” type

cells boundary phase

Js (T) 1.3 0.8

A (pJ/m) 14.0 14.0

K1 (MJ/m3) 5.0 9.0

lex =
√

A/K1 (nm) 1.7 1.3

δ = lex · π (nm) 5.3 3.9

Hani = 2K1/Js (kA/m) 7692 22500

Table 7.1: Material parameters of typical Sm(Co,Fe,Cu,Zr)z permanent mag-
nets [80, 93, 94, 91].

7.3.2 Pinning on an Intercellular Phase

Then the influence of the thickness t of an intercellular phase (a coherent

precipitation) on coercivity has been investigated using a finite element mi-

cromagnetic model with static energy minimization. As compared to the

simple planar interface, we now have three regions (cf. Fig. 7.6). The outer

regions (indicated with “I”) represent the cells, whereas the center region (in-

dicated with “II”) represents the intercellular phase. In Sm(Co,Fe,Cu,Zr)z

precipitation hardened magnets, the SmCo 2:17 cells are separated by a thin

SmCo 1:5 intercellular phase. Depending on the Cu content of this cell

boundary phase, its domain wall energy might be lower (high Cu content) or

higher (low Cu content) than that of the cells giving rise to “attractive” or

“repulsive pinning”, respectively.

In the former case, the domain wall prefers to stay in the intercellular

phase, where it has a lower energy. However, its thickness has to be large

enough so that the wall “fits in” [95]. Fig. 7.7 shows the dependence of

the pinning field on the thickness of the intercellular phase in comparison

with the ideal case of an intercellular phase of infinite thickness (where it

reduces to “pinning on a planar interface”). Analogously, the intercellular

phase has to be thick enough to provide an energy barrier in the case of

repulsive pinning. The results are also shown in Fig. 7.7, where the axes

have been scaled to the exchange length of the intercellular phase and the
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I I

H ext

II

t

anisotropy
axes

Figure 7.6: Model geometry for domain wall pinning on an intercellular phase
with parallel anisotropy axes. The chain of arrows indicates the magnetiza-
tion distribution of a pinned domain wall.

field to the pinning field for infinite thickness of the precipitation (which

is 2200 kA/m in Sm(Co,Fe,Cu,Zr)z [91]). As a result, the thickness of the

intercellular phase has to be at least three times the exchange length. This

corresponds to the domain wall width (which is usually defined as π · lex).
For thinner precipitations the domain wall can either “tunnel” through the

intercellular phase (repulsive pinning) or it does not fit into it (attractive

pinning). Fig. 7.7 clearly emphasizes the similarity in behavior between

attractive and repulsive pinning, which has not been covered in [95]. A

misalignment of the anisotropy axes with respect to the interfaces up to 40◦

has not shown any major influence on the pinning fields, provided the external

field is applied parallel to the anisotropy axes. Such canted anisotropy axes

give rise to magnetic charges at the interface, which generate a magnetostatic

field. However, it is too small as compared to the anisotropy field to have

any significant impact on the pinning field.

7.3.3 Pinning on the Cell Structure

Then the influence of the cell boundary phase perpendicular to the domain

wall has been studied. The geometry is shown in Fig. 7.8. It resembles the

situation of a domain wall, which moves from the right to the left and gets   
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Figure 7.7: Pinning field for attractive and repulsive pinning as a function
of the thickness t of the intercellular phase. The thickness is given in units
of the exchange length of the intercellular phase. The pinning field is given
in units of the pinning field for infinite t.

trapped in the (softer) intercellular phase (“I”), where it is repelled by the

cells (“II”). The interesting question is, if the pinning field is changed by

the cellular structure as compared to the perfect planar interfaces discussed

above. The results are given in Fig. 7.9, where the pinning field (normalized

to the pinning field for t = 0, which corresponds to the planar interface again)

is given as a function of the relative thickness t/T of the intercellular phase.

T is the sum of the edge length of a cell and the thickness of the intercellular

phase t. In Fig. 7.8 the “hard surface area” of the cells is indicated by the

shaded faces. Obviously, the pinning field depends linearly on the relative

thickness of the intercellular phase. Even if the whole model is scaled to

twice or three times its size (i.e. the cell size is increased by a factor of two

or three) we find the same behavior, because the relative thickness remains

constant (cf. data marked “area x2” and “area x3” in Fig. 7.9).

If we switch to the case of repulsive pinning again, we can assume that

now the cells (“II”) are softer than the intercellular phase (“I”) in Fig. 7.8.

In this case the domain wall moves from left to right and gets pinned in

front of the intercellular phase. The pinning fields are also given in Fig. 7.9.

They show the same linear behavior as in the case of attractive pinning.

However, in a fully developed cell structure the possible range of values for   
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anisotropy
axes

Figure 7.8: Model geometry for domain wall pinning on a coherent precipi-
tation structure (with parallel anisotropy axes). The shaded areas indicate
the faces of the cells, where the magnetic domain wall gets pinned.

the thickness t are restricted by a minimum (cf. Fig. 7.7) below which the

domain wall does not fit in and a maximum (cf. Fig. 7.21) above which the

whole intercellular phase is reversed.

For Sm(Co,Fe,Cu,Zr)z precipitation hardened magnets, this means, that

the pinning field increases with the cell size. However, it decreases linearly

with the thickness of the intercellular phase, if it is larger than the domain

wall width. Below this limit the pinning field is strongly reduced. These re-

sults are independent, whether attractive or repulsive pinning is dominating.

Thus, the best magnetic properties should be found in magnets with large

cells, thin (but still sufficiently thick) intercellular phases, and large differ-

ences in the domain wall energy (ideally a large difference in the exchange

constants).

7.3.4 Artificial Pinning

The influence of the space discretization using the finite element mesh has

been investigated in more detail, because the magnetic domain walls in per-

manent magnets like SmCo are very thin. Thus, a high resolution mesh with

very small elements is required where domain walls occur.

A very homogeneous finite element mesh with 59491 elements and 11085   
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Figure 7.9: Pinning field for attractive and repulsive pinning of a magnetic
domain wall on the cell structure as a function of the relative thickness t/T .
The data marked “area x2” and “area x3” have been obtained with a model
scaled to twice and three times the initial size. The dashed line is just a
guide to the eye.

vertices has been used. The minimum edge length of any edge connecting

two vertices in the finite element mesh is 0.29, the maximum edge length is

1.02 and the average is 0.56. The simulations are initialized with a magnetic

domain wall in the center of the softer material (cf. Fig. 7.4). Then the

magnetization is relaxed in zero field, so it can obtain its true minimum

energy state. The domain wall energy as a function of the average edge

length in units of the exchange length is shown in Fig. 7.10. The result for

the domain wall energy remains almost constant. However, as the average

edge length increases (the mesh is scaled up) the exchange energy increases

while the magnetocrystalline anisotropy energy decreases and cancels the

error in the former.

When the external field is switched on, the domain wall moves towards

the interface and gets pinned. As the external field increases the Bloch wall

is more and more pushed against the interface until it depins and propagates

further through the harder material. The simulation results for different

scaling are given in Fig. 7.11. The analytical result has been calculated with

the one dimensional model of Kronmüller and Goll [91] (cf. Eq. (7.1)).

Fig. 7.12 summarizes the pinning fields, which have been obtained from   
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Figure 7.10: Domain wall energy as a function of the average edge length of
the finite element model. The average edge length is given in units of the
exchange length. The solid line indicates the analytical Bloch wall energy
4
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Figure 7.11: Demagnetization curves for different average edge length of the
finite element model. The analytical pinning field has been calculated with
the model presented in Sec. 7.3.1.
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Figure 7.12: Pinning fields for different average edge length of the finite
element model. As the mesh size increases the domain wall gets artificially
pinned on the finite element mesh.

the demagnetization curves in Fig. 7.11. The error bars indicate the step

size by which the external field has been increased, when the magnetization

distribution reached equilibrium. Thus, the finite element simulation gives

the correct pinning fields within its numerical limits.

In conclusion, the (average) edge length of a very homogeneous finite

element mesh has to smaller or at most equal to the exchange length of

the material. For inhomogeneous finite element meshes, the maximum edge

length has to be considered because domain walls can get stuck in very coarse

parts of the mesh.

7.4 Rhomboidal Cell Structure

A finite element model of the microstructure of Sm(Co,Fe,Cu,Zr)z has been

developed. It consists of 2 × 2 × 2 rhomboidal cells with a spacer layer for

the cell boundary phase in between (see Fig. 7.13). The edge length e and

the “corner angle” β of the rhombohedrons as well as the thickness t of the

precipitation are variable. The “space diagonal” D is parallel to the easy axis.

The domain wall of the initial magnetization distribution of our simulations

lies in the plane, which is indicated by the thick lines.   
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β
c−axis

e

t D

Figure 7.13: Finite element model of the rhomboidal cell structure of precip-
itation hardened Sm(Co,Fe,Cu,Zr)z magnets.

We have assumed the following material parameters for 300 K [80]: For

the cells (“2:17” type) Js = 1.32 T, A = 14 pJ/m, K1 = 5 MJ/m3. For the

cell boundary phase (“1:5” type) we have used Js = 0.8 T, A = 14 pJ/m,

K1 = 1.9 MJ/m3. The resulting exchange length is 1.7 nm in the cells and

2.7 nm in the cell boundary phase. Thus, the domain wall width is 5.3 nm

in the cells and 8.5 nm in the cell boundary phase.

These material parameters with lower anisotropy in the intercellular phase

as compared to the cells give rise to “attractive pinning”, which means, that

the domain wall prefers to move into the intercellular phase and stays there

pinned.

7.4.1 Attractive and Repulsive Pinning

We have studied the influence of the material parameters by varying the

anisotropy constant K1 of the precipitation between 0.4 MJ/m3 (to mimic

almost isolated cells or a close to paramagnetic - Cu rich - intercellular phase,

A and Js have also been reduced) and the value for the cells. The demagne-

tization curves in Fig. 7.14 have been obtained for cells with e = 50 nm and

β = 60◦, which gives D ≈ 125 nm, and t = 5 nm. For very low values of the

anisotropy constant we find a very strong pinning effect (horizontal plateau

in the demagnetization curve in Fig. 7.14). As K1 approaches the value for

the cells (2:17 phase) the pinning effect disappears.   
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Figure 7.14: Demagnetization curves for reduced magnetocrystalline
anisotropy K1 of the cell boundary phase (values in the legend in MJ/m3) –
attractive pinning.

If the magnetocrystalline anisotropy of the intercellular phase is larger

than that of the cells, the second possible pinning mechanism is found: “re-

pulsive pinning”.

The demagnetization curves for repulsive pinning and different values of

the anisotropy constant of the intercellular phase are shown in Fig. 7.15.

For only slightly enhanced values of the anisotropy constant K1 we find no

pinning, but for ∆K1 ≥ 4.0 MJ/m3 the pinning field reaches 1.5 kA/m. In

this regime the pinning field is directly proportional to ∆K1. The results for

attractive and repulsive pinning are summarized in Fig. 7.16. In addition it

shows a comparison with the analytical model mentioned in Sec. 7.3.1. Obvi-

ously, the pinning fields are smaller than those expected from the analytical

model. This effect has to be ascribed to the influence of thickness of the

intercellular phase and the cell structure as described in Sec. 7.3.

7.4.2 Influence of the Thickness of the Intercellular

Phase

However, not only the material composition and material parameters, but

also the geometry of the cellular structure has an important influence on

the magnetic properties. The influence of the cell size has been studied   
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Figure 7.15: Demagnetization curves for enhanced magnetocrystalline
anisotropy K1 of the cell boundary phase (values in the legend in MJ/m3) –
repulsive pinning.
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Figure 7.16: Pinning field vs. difference in anisotropy constant between the
cells and the cell boundary phase in a 3D model of the rhomboidal SmCo
microstructure and comparison with the analytical 1D model of Kronmüller,
Goll [91].
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Dt

β
c−axis

e

Figure 7.17: Finite element model with 3× 3× 3 cells.

previously [96] and it showed a strong increase with increasing size of the

cells (when the composition of the magnet was kept constant by increasing

the cell boundary, too). We have investigated solely the influence of the

thickness of the cell boundary phase on the domain wall pinning and the

pinning field, but kept the cell size constant. This time we have used a larger

model of 3 × 3 × 3 cells and larger cells with e = 100 nm and β = 60◦,

which gives D ≈ 250 nm (cf. Fig. 7.17). The thickness has been varied from

t = 2.5 nm to t = 40 nm and the material parameters for the “2:17” cells

and the “1:5” intercellular phase at 300 K given above have been used.

As we are varying the thickness, the ratio of the volume of the cells V2:17

to the volume of the cell boundary phase V1:5 changes. Thus, the composition

and the z-value changes. These data are summarized in Tab. 7.2, where a

volume of V 2:17
e = 0.24853 nm3 and V 1:5

e = 0.0859 nm3 for the elementary cells

of the “2:17-type” cells and the “1:5-type” cell boundary phase, respectively,

have been assumed [97]. The z-value is determined by

z =
17 · V2:17/V

2:17
e + 5 · V1:5/V

1:5
e

2 · V2:17/V 2:17
e + 1 · V1:5/V 1:5

e

,

where all additives have been neglected.

The demagnetization curves given in Fig. 7.19 show, that for a very thin

cell boundary phase (2.5 nm, 5 nm) the effect of domain wall pinning van-

ishes, because the domain wall width is larger than the thickness of the cell

boundary phase. For a thickness of 10 and 20 nm we find strong domain

wall pinning. When an external field of about 2500 kA/m is applied, the   
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t (nm) V2:17 (nm3) V1:5 (nm3) ratio z
2.5 28 738 2 358 12.187 8.13
5 28 738 4 843 5.934 7.81
10 28 738 10 202 2.817 7.31
20 28 738 22 570 1.273 6.64
40 28 738 54 643 0.526 5.93

Table 7.2: z-values for different thickness t of the cell boundary phase around
cells with D = 250 nm.

domain wall can overcome the energy barrier and cross the cell boundary

phase (Fig. 7.20). For a cell boundary phase with a thickness of more than 4

times the domain wall width, the analysis of the magnetization distribution

(Fig. 7.21) reveals a new behavior: The whole cell boundary phase reverses

starting from the original position of the domain wall, because the curva-

ture of the domain wall [98] allows it to propagate through the whole cell

boundary phase (Fig. 7.18). This effect is a result of the competition between

Zeeman energy and domain wall energy. The system can lower its Zeeman

energy by domain wall bending, because the domain with its magnetization

parallel to the external field increases its volume. However, this happens at

the expense of domain wall energy, because the bending increases the area of

the domain wall. For very thin intercellular phases the domain wall is very

flat because the reduction in Zeeman energy would be very low. For thick

intercellular phases the domain wall bending gets more and more pronounced

until it can reverse the whole intercellular phase. This leads to the second

plateau in the demagnetization curve for t = 40 nm in Fig. 7.19. Only at

higher fields the magnetization reversal of the cells starts with the nucleation

of a reversed domain in a corner of the rhomboidal cells.

Due to pinning on the computational grid an external field of 1500 kA/m

is required to move the domain wall from its initial position. This effect has

to be attributed to the size of the large model with 3× 3× 3 cells, the larger

size of the cells and the lower resolution of the finite element mesh. However,

it has been verified that similar pinning fields are obtained for the smaller

model with a proper high resolution mesh.
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(a) t = 20 nm (b) t = 30 nm (c) t = 40 nm

Figure 7.18: Domain wall bending of a magnetic domain wall in the (softer)
intercellular phase (attractive pinning).
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Figure 7.19: Demagnetization curves for varying thickness t (values in the
legend in nm) of the intercellular phase around large cells with D = 250 nm.

   
   
   
   
   
   
   
   
   
 



CHAPTER 7. DOMAIN WALL PINNING IN SMCO MAGNETS 85

-3000 -2000 -1000 0
Hext (kA/m)

-1

-0.8

-0.6

-0.4

-0.2

0

J/
J s 

(b)

(c)
(d)

(a) Demagnetization curve (b) Hext = −1360 kA/m
J/Js = −0.03

(c) Hext = −2040 kA/m
J/Js = −0.35

(d) Hext = −2500 kA/m
J/Js = −0.53

Figure 7.20: Magnetization distribution for D = 250 nm and t = 10 nm. The
green surface indicates the domain wall, which separates the two domains
(red and blue areas) with antiparallel magnetization.
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(a) Hext = −1360 kA/m
J/Js = −0.01

(b) Hext = −2120 kA/m
J/Js = −0.41

(c) Hext = −2420 kA/m
J/Js = −0.56

(d) Hext = −2720 kA/m
J/Js = −0.86

Figure 7.21: Magnetization distribution for D = 250 nm and t = 20 nm. The
green surface indicates the domain wall, which separates the two domains
(red and blue areas) with antiparallel magnetization.
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7.5 Conclusions

In order to improve the magnetic properties of pinning controlled

Sm(Co,Fe,Cu,Zr)z magnets the thickness and the composition of the cell

boundary phase have to be optimized. As the difference in the domain wall

energy between the cells and the cell boundary phase increases, the pinning

field and, as a result, the coercive field of the magnet increase in the regime

of attractive as well as in that of repulsive pinning. Our detailed study of the

pinning behavior of domain walls has revealed, that the dependence of the

pinning field on the thickness of the intercellular phase is equivalent for at-

tractive and repulsive domain wall pinning. However, our simulations show,

that the cellular structure of Sm(Co,Fe,Cu,Zr)z magnets plays a crucial role

for domain wall pinning. The cell boundary phase must not be too thin,

for the domain wall to “fit in” and it must not be thicker than 4 times the

domain wall width. Within this range the thickness of the cell boundary

phase reduces the pinning field linearly with increasing relative thickness of

the intercellular phase.

   
   
   
   
   
   
   
   
   
 



Chapter 8

Nucleation Processes in FePt

Nanoparticles

Finite element micromagnetic simulations have been carried out to study

the influence of the demagnetizing field, the distribution of easy axes and

the particle size on the coercivity of FePt nanoparticles.

8.1 Introduction

High density magnetic storage media require tight control of the grain size,

grain size distribution, chemical composition, and microstructure to ensure

the thermal stability of the bits and keep the media noise low. However, as

the areal density increases, the grain size and the magnetic switching volume

decreases. In order to maintain the stability materials with higher uniaxial

anisotropy than the common CoCrPt alloys are required. FePt thin films

and self assembled nanoparticles (cf. Fig. 8.1) are promising candidates for

high density magnetic storage media. Their magnetocrystalline anisotropy

is 50–100 times larger than in CoPtCr media alloys which may allow areal

densities in the Tbit/in2 regime [99].
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Figure 8.1: Left: Transmission electron micrograph of an FePt thin film
(thickness: 10 nm) on MgO(001) substrate.
Right: Magnetic properties and electric resistance for FePt thin films as
a function of film thickness. Hc denotes the coercivity, Hn the nucleation
field, Ku the uniaxial magnetocrystalline anisotropy constant, and R0 the
resistance. (both images from [100])

8.2 Finite Element Model

A HREM image and our geometrical model are shown in Fig. 8.2. We have

split our hexahedral particle into six parts of equal volume. In each part the

magnetocrystalline anisotropy axis is uniform, but we have varied the axes

in the different parts.

Typical values for the material parameters of FePt (L10) thin films and

nanoparticles have been measured and published in various papers. They

are summarized in the papers by Klemmer [102] and Weller [99]. We have

chosen the values given in Tab. 8.1 for our FE simulations. Additional influ-

ences from surface anisotropy, thermal effects, or disorder in the crystalline

structure (dislocations, twins) have been neglected.
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Figure 8.2: Left: HREM image of a typical ordered FePt nanoparticle with
three regions of different easy axes (picture from [101]).
Right: Geometrical model of an FePt nanoparticle used in the micromagnetic
simulations. The finite element mesh consists of 10340 nodes and 55076
elements, which gives a discretization length of 1.2 nm, if the edge length
is 30 nm. The model is split into six parts of equal volume, in which the
anisotropy axis are varied (2:2:2 configuration shown).

FePt (L10)
Js 1.43 T
Aexch 1.0× 10−11 J/m
Kani 7.7 MJ/m3

Hani 10769 kA/m (=̂13.5 T)
lexch 1.2 nm

Table 8.1: Material parameters of FePt (L10), which have been used for the
micromagnetic simulations [102, 99].
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Figure 8.3: Nucleation field of an FePt nanoparticle with uniaxial magne-
tocrystalline anisotropy as a function of the angle of the applied field with
respect to the easy axis. The finite element simulation gives the correct result
of a Stoner-Wohlfarth particle. If the demagnetizing field is taken into ac-
count, the nucleation field is reduced by less than 5 % due to the dominating
high magnetocrystalline anisotropy.

8.3 Stoner-Wohlfarth Behavior

First we have done simulations of a particle with a single magnetocrystalline

anisotropy axis and a diameter of 60 nm. As expected we find the behavior of

a typical Stoner-Wohlfarth particle. The results are shown in Fig. 8.3. Then

we have included the demagnetizing field in the simulation and found only

a very small influence on the nucleation field, which is reduced by less than

5 %. This is due to the dominating role of the anisotropy, which gives rise

to an anisotropy field of more than 13 T. In comparison the demagnetizing

field in a particle with perfectly homogeneous magnetization varies from 0.4

to 0.9 T within the particle. This is illustrated in Figs. 8.4, 8.5, and 8.6,

where we have plotted the z-component of the demagnetizing field through

different parts of the particle.

8.4 Multiple Easy Axes

Then we have studied the influence of a distribution of easy axes within the

particle. As described above, we have varied the easy axis in the six parts

of our model and calculated the coercivity. The results are summarized

in Tab. 8.2. The left column indicates, how many of the six parts of our   
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Figure 8.4: The z-component of the demagnetizing field has been measured
along the x-axis through the center of the nanoparticle as shown in the left
image. The result is shown in the graph on the right.
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Figure 8.5: The z-component of the demagnetizing field has been measured
along the z-axis through the center of the nanoparticle as shown in the left
image. The result is shown in the graph on the right.
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Figure 8.6: The z-component of the demagnetizing field has been measured
along a line parallel to the z-axis close to an edge of the nanoparticle as
shown in the left image. The result is shown in the graph on the right.   
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↑:→:↗ Hc (kA/m)
5:1:0 3330
4:2:0 3140
4:1:1 3310
3:3:0 3630
3:2:1 3420
2:2:2 3430

Table 8.2: Coercivity as a function of the easy axis distribution: The first,
second, and third number of a triplet in the first column indicates in how
many of the six parts of the finite element model the easy axes are parallel to
the z-, x-, and y-axis, respectively. Obviously, the coercivity is strongly re-
duced as compared to the nucleation field of a particle with a single anisotropy
axis. However, the mixture of anisotropy axes does not have a significant in-
fluence for a particle with 30 nm edge length.

model have their easy axis parallel to the z-, y-, and x-axes, respectively.

The results show, that the coercivity is decreased by a factor of three as

compared to the nucleation field. However, the different distributions of easy

axes show no significant influence on the coercivity. This behavior indicates,

that the 90◦ domain wall at the interface between two misaligned parts of

the particle determines the coercivity. Thus, already a single misaligned part

is sufficient to reduce the coercivity by a factor of three.

Finally, we have reduced the size of the particles and studied their coer-

civity. The shape and aspect ratio remained the same, the model has just

been rescaled to the desired size. The exchange length of FePt is about

1 nm (cf. Tab. 8.1) and the resulting domain wall width about 3 nm. As a

result, the properties of very small particles are modified due to the increas-

ing importance of the exchange interactions. The results of our simulations

are summarized in Tab. 8.2. The coercivity of (2:2:2) particles with the “3

easy axes”-distribution (top left figure in Fig. 8.7) remains almost constant

if we reduce the edge length of the particles from 30 nm (discussed above)

to 15 nm and 7.5 nm. However, for an edge length of 3.75 nm (diameter of

the particle: 7 nm) the coercivity is reduced to 2100 kA/m.

The “6 easy axes”-distribution is characterized by the fact, that each

pair of neighboring parts in our model has perpendicular easy axes. For this

distribution we find a further reduced coercivity of 2000 kA/m, which drops   
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Figure 8.7: Coercivity as a function of the easy axis distribution and edge
length of the nanoparticle. The easy axis distribution is shown in the top left
figure for the “3 easy axes” (where two neighboring parts of the model have
the same easy axis) and on the top right for the “6 easy axes” (where all
neighboring pairs have perpendicular easy axes) distribution, respectively.
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to 600 kA/m if the particle size is reduced to 3.75 nm.

8.5 Conclusions

Shima et al. [100] have measured coercivities of up to 40 kOe (3200 kA/m)

for FePt thin films with strongly faceted islands (cf. Fig. 8.1), which agree

well with our simulations. In very small FePt nanoparticles of approximately

20 nm diameter Bian et al. [101] have found regions with different easy axes

(as shown in Fig. 8.2) and measured coercivities of 4.4 kA/m. Our simula-

tions have shown a similar reduction in coercivity depending on the particle

size and distribution of easy axes. However, close cooperation with experi-

mental groups will be necessary to model the microstructure of the thin films

and nanoparticles properly and use appropriate material parameters.

   
   
   
   
   
   
   
   
   
 



Chapter 9

Permalloy Nanodots

The static and dynamic properties of magnetic nanodots with curling in-plane

magnetization distribution (vortex) are studied using 3D dynamic micromag-

netic simulations. The magnetization distribution, contributions to the total

energy, hysteresis behavior, and surface charges are calculated and compared

with an analytical vortex model. A phase diagram of the magnetic ground

states of magnetic nanodots as a function of the radius and height is cal-

culated and compared with analytical and experimental investigations. The

dynamic properties, which are important for high frequency applications, are

reported for in-plane and out-of-plane fields.

9.1 Introduction

The recent advances in microfabrication techniques [103] have stimulated in-

terest in the properties of submicron sized patterned magnetic elements [104,

105]. Promising applications include magnetic random access memory, high-

density magnetic recording media, and magnetic sensors [106]. However, in

order to exploit the special behavior of magnetic nanoelements it is necessary

to study and understand their fundamental properties. We have studied the

static properties of cylindrical magnetic nanodots of different sizes and aspect

ratios with analytical models and numerical finite element (FE) simulations,

especially magnetic vortex states.

Direct experimental evidence for the existence of these magnetic vortex
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Figure 9.1: MFM image of nanodots with 50 nm thickness and different
diameters (0.3 to 1 µm) [107]. The dark spots in the center of the dots
indicate the magnetic vortex core, where the MFM detects the stray field
caused by the perpendicular magnetization.

states has been found by the method of magnetic force microscopy. Shinjo

and coworkers [107] have used magnetic force microscopy (MFM) to charac-

terize magnetic nanodots of permalloy (Ni80Fe20) with a thickness of 50 nm

and a radius between 300 nm and 1 µm, for example. An MFM image is

given in Fig. 9.1. It shows the magnetic contrast of nanodots with different

radii. The dark spots in the center of the nanodots indicate the position of

the vortex core, where the strongest stray field is sensed by the MFM tip.

However, the lateral resolution is not high enough to estimate the diameter

of the vortex core. In addition, the the MFM tip is sensitive only to the

out-of-plane component of the stray field gradient, and the interaction be-

tween the magnetization of the nanodot and the MFM tip plays an important

role for the contrast. These problems can be overcome using spin-polarized

scanning tunneling microscopy and the direct observation of the magnetiza-

tion distribution in nanoscale iron islands with magnetic vortex cores have

been reported [108]. Lorentz transmission electron microscopy allows in situ

magnetizing experiments with thin samples and it has been used to char-

acterize the magnetization distribution in individual circular and elliptical

particles [109].   
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The hysteresis loops of magnetic nanodots have been measured by vibrat-

ing sample magnetometer [105] and magneto-optical methods [110, 111]. Sin-

gle domain and vortex states have been successfully identified. Furthermore,

these magnetic vortex states are an interesting object for high frequency mag-

netization dynamics [112] experiments, which are important for high-density

magnetic recording media, where high-frequency field pulses of the magnetic

write head store the information by reversing the magnetization.

In most of the simulations the material parameters given in Tab. 9.1,

which are typical of permalloy (Ni80Fe20), have been used.

Saturation magnetization Ms 8× 105 A/m = 8× 102 G
Saturation polarization Js = µ0Ms ≈ 1 T
Exchange constant A 13× 10−12 J/m =

1.3× 106 erg/cm
Exchange stiffness constant C = 2A 26× 10−12 J/m
Anisotropy has been neglected.

Table 9.1: Typical material parameters of permalloy (Ni80Fe20).

9.2 Analytical and Numerical Models

9.2.1 The Analytical Rigid Vortex Model

The rigid vortex model assumes a “rigid vortex”, which does not change its

shape in an external field. Together with a certain magnetization distribution

it gives an approximation for the magnetization distribution of a curling

state (vortex state) in a fine cylindrical particle. An analytical model for the

magnetization distribution M(x) in zero field has been developed using a

variational principle by Usov and coworkers [113, 114]. It is split into two

parts (cf. Fig. 9.2)

The first part describes the magnetization in the core of the vortex (r ≤ a,

a is the vortex core radius), which is defined by Mz 6= 0:

Mx = − 2ar
a2+r2 sin ϕ (9.1)

My = 2ar
a2+r2 cos ϕ (9.2)   
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Figure 9.2: Geometry of a flat cylindrical nanodot.

Mz =
√

1− (
M2

x + M2
y

)

=
√

1− 2ar
a2+r2 (9.3)

where r, ϕ are the polar coordinates. The other part describes the magneti-

zation outside the core (r > a):

Mx = − sin ϕ (9.4)

My = − cos ϕ (9.5)

Mz = 0 (9.6)

a denotes the radius of the core and it is given by

a =

(
l2exR

12κg

)1/3

,

where lex (the exchange length) is given by

lex =

√
A

1
2
µ0M2

s

,

R is the radius of the nanodot, κ is a numerical constant (cf. [113]) and g is

the ratio R/L, where L is the height of the nanodot. For permalloy we find

lex = 5.7 nm and with R = 100 nm and L = 20 nm we get a ≈ 11 nm. The

core radius is obtained from the minimization of the total energy (exchange

and magnetostatic energy).

There are some typical properties of the rigid vortex model with Usov’s

magnetization distribution:   
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coarse mesh fine mesh adapted mesh

R = 1,
L = 0.2
mesh
size

0.2 0.06 0.02 to 0.4

nodes 1437 6455 1397
elements 5816 30979 6256
surface
triangles 1758 5232 1390

Table 9.2: Finite element meshes of different mesh density for a circular
nanodot.

• In equilibrium in zero field there are surface charges only on the top

and bottom surface within the vortex core.

• For shifted vortices surface charges are induced on the circumference

of the nanodot.

• There are no volume charges in the model.

9.2.2 Numerical Finite Element Simulations

A model of a cylindrical nanodot and the finite element meshes were created

using the CAD software MSC/Patran. It is a very flat nanodot with a radius

of R = 1 and a height of L = 0.2. In order to investigate the influence of the

finite element mesh on the results, three meshes with different mesh density

have been created (cf. Tab. 9.2).

The first mesh is a uniform tetrahedral mesh with an average mesh size

of 0.2. Since the nanodot is 0.2 thick, there is only one layer of elements.

The second dot has an average mesh size of 0.06, which resulted in 4 layers.

The third mesh is an “adapted” mesh, with a very high density of nodes in

the center, where the core of the vortex is found in zero external field. This   
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Figure 9.3: Magnetization distribution of the vortex state on the coarse mesh.
The vortex core cannot be resolved.

is sensible, because the vortex represents a singularity, which requires a very

high numerical accuracy and therefore a lot of nodes. The outer regions are

meshed with larger finite elements, since the magnetization distribution is

rather uniform.

9.3 Static Properties

First we have investigated the static properties of the permalloy nanodots and

compared the results of the analytical rigid vortex model and the numerical

finite element simulations.

The finite element simulations have been initialized with the magnetiza-

tion distribution of the rigid vortex model and an approximate core radius.

Then the Landau-Lifshitz equation of motion for the magnetization has been

integrated with a damping constant α = 1 in zero field, and the magnetiza-

tion relaxed to its equilibrium distribution, which minimizes the total Gibbs

free energy.

For the coarse mesh the magnetization distribution given in Fig. 9.3 has

been found. Obviously, the resolution of the mesh is too low to properly

resolve the vortex. Thus, Mz is zero in the whole dot. The second mesh
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Figure 9.4: Magnetization distribution of the vortex state on the fine mesh.
The vortex core is properly resolved.

with a mesh size of 0.06 is fine enough to resolve the core (Fig. 9.4). The

adapted mesh, which has a high resolution with many small elements in

its center and a gradually decreasing resolution towards the circumference,

resolves the core just as well as the fine mesh (cf. Fig. 9.5), but its number

of nodes and elements is comparable to that of the coarse mesh. Therefore

it is very well suited for simulations, where the vortex core can be expected

to be in the center of the nanodot. If the vortex core moves out of the center

(e.g. due to an external field), it might reach a region with a low resolution

mesh. Then, the vortex core cannot be resolved properly any more and the

results become very unreliable. As a result, it is necessary to use either a

uniform high resolution mesh or to apply adaptive mesh refinement, which

increases the mesh density at run time as required and optimizes (minimizes)

the number of nodes and elements in the finite element mesh.

The profile of Mz along the x-axis through the center of the dot for

the different meshes is given in Fig. 9.6. The coarse grid clearly fails to

resolve the vortex. However, the fine and the adapted grid are in excellent

agreement. This emphasizes the importance of suitable meshing, because the

fine grid consists of more than four times more elements than the adapted

one, which leads to much longer computation times. However, if we define

the vortex core radius as that radius, where Mz is zero, we find a value of   
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Figure 9.5: Magnetization distribution of the vortex state on the adapted
mesh. The vortex core is nicely resolved, but the total number of elements
and vertices is similar to that of the coarse mesh.
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Figure 9.6: Profile of Mz along the x-axis through the center of the nanodot
for different meshes.
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Figure 9.7: Isovolume (Mz < 0) plot of the vortex core.

approximately 25 nm, which is considerably larger than the value predicted

by the rigid vortex model (11 nm, see above). Mz is also quite uniform across

the thickness of the dot. This fact and the “shape” of the vortex core are

visualized in Fig. 9.7. The core is plotted as the isovolume, where Mz is 0

or lower (the vortex is pointing in −z direction). This corresponds to the

definition of the rigid vortex model. The dot itself is sketched by the edges

of its top and bottom surface.

9.3.1 Magnetization Distribution

In order to speed up the calculation of equilibrium magnetization distribu-

tions of magnetic vortices the rigid vortex model has been implemented in

the FE code and it has been used to initialize the magnetization distribu-

tion with the vortex at the beginning of the simulation. The plots of Mz in

Fig. 9.8 show a comparison of the rigid vortex model with the finite element

approximation (due to the finite resolution of the mesh, there is a small dif-

ference in the core diameter) and the equilibrium magnetization distribution,

which has been found by integrating the Landau-Lifshitz equation of motion

with the damping constant α = 1 until equilibrium has been reached.

The results show, that the vortex core is approximately 54 % larger

(18.5 nm) than assumed by the rigid vortex model (12 nm) due to a “broad-

ening” of the Mz distribution (if the core radius is defined by Mz = 0).

Furthermore it is interesting to note that the finite element simulation shows

that there is a region with Mz > 0 outside the core. Thus, we find positive
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Figure 9.8: Profiles of Mz along the x-axis through the center of the nanodot
for the analytical model, its finite element approximation, and the relaxed
magnetization in equilibrium.

surface charges in the core of the vortex, which are surrounded by negative

surface charges. Only outside of approximately half the radius (50 nm) al-

most all surface charges disappear. It has been verified, that there is very

little variation of the magnetization distribution across the thickness of the

nanodot.

9.3.2 Energy

Then the exchange and magnetostatic energies of the vortices have been

compared. The analytical values for the energies have been obtained with

the formulas given by Usov et al. [113, 114]. The finite element results are in

good agreement with the analytical results and it is shown in Tab. 9.3, that

the energy of the equilibrium magnetization distribution, which has been

found with the FE model, is indeed smaller than that of the rigid vortex

model.

In the first row of Tab. 9.3 the analytical results for the rigid vortex

model are given, which have been obtained using Ref. [114]. The second row

gives the result, which is obtained by the FE program, if the magnetization

distribution is initialized with the rigid vortex model. The third row shows

how the results improve, if a finite element mesh with smaller mesh size is

used (cf. Fig. 9.5), and the fourth row gives the deviation from the analytical

solution. In the fifth row the magnetostatic energy, which is almost solely   
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units: J/m3 Magnetostatic Exchange Total
energy energy energy

1 Rigid vortex model
(analytical Usov) 432.1 5356 5788

2 Rigid vortex model (FE) 388.8 5307 5696
3 Rigid vortex model (FE)

adapted mesh 417.0 5341 5758
4 FE error -3.5 % -0.28 % -0.52 %
5 Rigid vortex model (FE)

zoom 418.1
6 FE simulation (equilib.) 387.1 5150 5537
7 difference FE - analytical -10.42 % -3.85 % -4.35 %

Table 9.3: Comparison of the energies obtained by the rigid vortex model
and numerical FE simulations.

caused by the vortex core, is given for a FE model, where the core has been

meshed with a very fine mesh and the rest of the nanodot has been omitted.

Finally, the sixth row gives the results after relaxing the magnetization into

equilibrium, and the seventh row indicates the deviation from the analytical

result. Thus, the rigid vortex model is a good approximation, but the FE

calculation shows, that there is a slightly different magnetization distribution,

which has a lower total energy.

9.3.3 Hysteresis

Fig. 9.9 shows the hysteresis curve for a circular nanomagnet with in-plane

external field. For very high external fields (applied in the plane of the

nanodot), the magnetization is almost uniform and parallel to the exter-

nal field (Fig. 9.10(a)). As the field decreases (solid line in Fig. 9.9) the

magnetization distribution becomes more and more non uniform, which is

caused by the magnetostatic stray field. Upon further decrease of the ex-

ternal field, the symmetry of the magnetization distribution breaks and a

“C” state (Fig. 9.10(b)) develops. At the nucleation field (about 5 kA/m

for our example) a vortex nucleates on the circumference and quickly moves

towards its equilibrium position (close to the center of the nanodot). As a

result we find a sudden drop in the average magnetization. When the exter-   
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Figure 9.9: Hysteresis curve of a nanodot with L/R = 20 nm/100 nm = 0.2
for an in-plane external field. The circles mark the position on the hysteresis
curve at which the snapshots in Fig. 9.10 have been taken.

nal field is reduced to zero the vortex moves into the center of the nanodot

(Fig. 9.10(c)). If the external field is increased in the opposite direction, the

vortex is forced out of the center of the dot. For about −70 kA/m the vortex

is pushed out of the nanodot (annihilation: Fig. 9.10(d)) and we find the

second jump in the hysteresis curve to (almost) saturation.

This characteristic behavior has also been found experimentally using

Hall-micromagnetometry by Hengstmann et al. [115], who measured the stray

field of individual permalloy disks using a sub-µm Hall magnetometer. The

hysteresis loops of arrays of Supermalloy nanomagnets have been measured

by Cowburn et al. [110] using the Kerr effect. Their characteristic loop shape

has then been used to identify the single-domain in-plane and the vortex

phase.

The rigid vortex model can describe very well the susceptibility, magneti-

zation distribution, and vortex annihilation field for low fields as well as the

vortex nucleation field for a wide range of dot sizes [116, 117, 118, 119]. The

experimentally observed nucleation fields appear to be bigger than those pre-

dicted by the rigid vortex model [120]. This is probably due to the fact, that

the simplest “C-shape” nucleation is not always an appropriate approach to

describe the magnetization reversal in circular dots.

In Fig. 9.11 the total energy is plotted as a function of the external field

for the branch of decreasing field of the hysteresis curve. The solid line
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(a) (Almost) homogeneous
magnetization.

(b) “C” state before the vor-
tex nucleates.

(c) Centered vortex in zero
field.

(d) Magnetization distribu-
tion before annihilation of
the vortex.

Figure 9.10: Typical magnetization distributions along the hysteresis loop.
The snapshots have been taken at the corresponding position on the hystere-
sis curve indicated in Fig. 9.9.
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Figure 9.11: Total energy as a function of the external field for both branches
(solid line for decreasing field - dashed line for increasing field) of the hys-
teresis loop.

indicates the hysteresis branch for decreasing external field and the dashed

line that for increasing field. For very high fields we have an almost uniformly

magnetized nanodot. For decreasing field the total energy increases (almost)

linearly. The dashed line for positive field values indicates the total energy

for the vortex state. At the intersection of the solid and the dashed line (at

a value of about 35 kA/m for the external field) the vortex state and the

uniform magnetization have equal energy. However, they are separated by

an energy barrier, which arises from the magnetostatic energy, which in turn

is caused by the stray field on the circumference of the nanodot as the vortex

is pushed out of the center. Thus, the vortex state is a metastable state for

external fields higher than 35 kA/m and the uniform state is metastable for

external fields below 35 kA/m.

The field dependence of exchange and magnetostatic energy are given in

Fig. 9.12. The exchange energy remains approximately constant for negative

external fields until the annihilation field is reached. Since all exchange

energy is stored in the vortex core, this indicates that the vortex core remains

undisturbed for even very large vortex shifts.

For a twice as large nanodot with R = 200 nm and L = 40 nm we find

a nucleation field of 28 kA/m and an annihilation field of 84 kA/m. The

corresponding hysteresis loop is given in Fig. 9.13.

In general, the initial susceptibility, the vortex nucleation, and the   
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Figure 9.12: Exchange and magnetostatic energy and their sum as a function
of the external field (for decreasing external field).
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Figure 9.13: Hysteresis curve of a nanodot with a radius of 200 nm and a
thickness of 40 nm.

   
   
   
   
   
   
   
   
   
 



CHAPTER 9. PERMALLOY NANODOTS 111

-1 -0.5 0 0.5 1
y/R

-1

-0.8

-0.6

-0.4

-0.2

0

M
z/M

s

Figure 9.14: Profiles of Mz along the y-axis through the center of the nanodot
for a vortex moving in −y direction due to an external field increasing in x
direction.

annihilation fields depend on the dot’s saturation magnetization Ms and

should scale universally as a function of the dimensionless dot-aspect ratio

L/R [116, 117].

9.3.4 Average Magnetization

Fig. 9.14 shows profiles of Mz along the y-axis for different external fields.

As a result, the vortex is shifted and the profile “moves” towards the cir-

cumference of the dot (|y/R| = 1). From this plot the position of the vortex

core for a given external field has been extracted. The corresponding aver-

age magnetization 〈Mx〉 is plotted in Fig. 9.15 (open circles). For symmetry

reasons My is zero (the vortex is shifted along the y-axis, since we applied a

field in x-direction).

By integrating the magnetization distribution of the rigid vortex model

over the surface of the nanodot the average magnetization 〈Mx〉 has been

calculated. The result is given in Fig. 9.15. We find very good agreement

between the rigid vortex model and the finite element simulation. The small

difference can be understood by considering small deviations of the magneti-

zation distribution due to surface charges on the circumference (cf. Sec. 9.3.5).
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Figure 9.15: Comparison of 〈Mx〉 as a function of the vortex displacement
between the FE simulation and the rigid vortex model. y = 0 corresponds to
a centered vortex, y = −0.78 is the maximum shift before vortex annihilation
occurs in the FE simulation.

9.3.5 Surface Charge Density

Another important aspect in comparison with the rigid vortex model is the

magnetostatic energy and the surface charges, which generate the magneto-

static field. On the top and bottom circular surface the surface charges are

proportional to Mz, because the normal vector n of the top and bottom is

simply ez and −ez, respectively. However, on the circumference the normal

vector is, of course, er.

Fig. 9.16 shows a contour plot of the surface charge density on the nanodot

in zero field. As expected, the equilibrium position of the vortex core is in

the center of the nanodot and the circular magnetization distribution avoids

any surface charges on the circumference (Fig. 9.17).

If an in-plane external field is applied, the vortex core is shifted perpen-

dicular to the direction of the field (Fig. 9.18). As a result, surface charges

appear on the circumference (Fig. 9.19).

Fig. 9.20 shows the surface charge distributions for different applied fields.

The “jitter” in this plot arises from the slightly different values across the

height of the nanodot. The nanodot has been discretized by an unstructured

mesh with four “layers” of finite elements. Thus, there are typically five

nodes of the finite element mesh across the height of the dot and the values

of the surface charge density of all five nodes has been plotted in Fig. 9.20.   
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Figure 9.16: Contour plot of the surface charge density on the nanodot in
zero field. Green indicates no surface charges, blue indicates negative surface
charges.

Figure 9.17: Contour plot of the surface charge density on the circumference
of the nanodot in zero field.
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Figure 9.18: Contour plot of the surface charge density on the nanodot in an
external field. Blue indicates negative charges, green zero charges, and red
positive surface charges.

Figure 9.19: Contour plot of the surface charge density on the circumference
of the nanodot in an external field.
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Figure 9.20: Surface charge density on the circumference of the nanodot for
different applied fields.   
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The surface charge densities for different vortex core displacements, as

calculated with the FE model, is given in Fig. 9.21.

The surface charge distributions have been calculated, as they are pre-

dicted by the rigid vortex model. A comparison of the results with the finite

element model can be found in Fig. 9.22.

For small external fields and therefore small vortex displacements there

is very good agreement between the analytical rigid vortex model and the

finite element simulation. As the external field increases more surface charges

appear on the circumference of the nanodot. However, the rigid vortex model

overestimates these surface charges. The values for the average magnetization

is in good agreement, but the surface charge distribution is not. The reason is,

that the magnetization distribution close to the circumference is disturbed by

the strong demagnetizing fields. As we further increase the external field and

the vortex displacement this deviation becomes more and more pronounced.

In addition, we also find some deviation in the center of the nanodot, which

arises from a more “elliptical” shape of the magnetization distribution as

the vortex is pushed towards the boundary. Contour plots of the difference

between the magnetization distribution calculated by the FE simulation and

the rigid vortex model d = |MFE −M rv| are shown in Fig. 9.23 for Hext =

66.0 kA/m = 830 Oe, 〈Mx〉/Ms = −0.72, and b/R = −0.76. The red areas

at the circumference and in the center of the nanodot indicate differences

between the rigid vortex model and the FE simulation.

In remanence, the demagnetizing field arising from the vortex structure

is mainly concentrated in the vortex core (Fig. 9.24). It has a dominating

z-component and a smaller radial component.

9.3.6 Phase Diagram

A summary of the results of the equilibrium magnetization distribution

of nanodots with different aspect ratios is given in the phase diagram in

Fig. 9.25. The transition from the in-plane magnetization to the vortex state

is sharp, because this requires that the symmetry of the single domain state

with (almost) homogeneous in-plane magnetization breaks in order to form

the vortex state with cylindrical symmetry. The line separating the in-plane   
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Figure 9.21: Surface charge distribution as a function of the polar angle on
the circumference of the nanodot for different vortex shifts (indicated by
different 〈Mx〉).

-200 -100 0 100 200
ϕ (deg)

-0.5

0

0.5

D
iv

 M
/M

s

<Mx> = -0.028
<Mx> = -0.122
<Mx> = -0.438
<Mx> = -0.718

Figure 9.22: Surface charge distribution on the circumference of the nanodot
as a function of the polar angle. An in-plane external field shifts the vortex
(cf. Fig. 9.23) and leads to surface charges on the circumference. The rigid
vortex model (gray lines) overestimates the charge density as compared to
the FE simulation (black lines).
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(a)
Hext = 0.8 kA/m =̂10 Oe
〈Mx〉/Ms = −0.02
b/R = −0.03

(b)
Hext = 8.8 kA/m =̂110 Oe
〈Mx〉/Ms = −0.12
b/R = −0.13

(c)
Hext = 16.7 kA/m =̂210 Oe
〈Mx〉/Ms = −0.23
b/R = −0.25

(d)
Hext = 25.5 kA/m =̂320 Oe
〈Mx〉/Ms = −0.34
b/R = −0.37

(Fig. cont. on next page)
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(e)
Hext = 34.2 kA/m =̂430 Oe
〈Mx〉/Ms = −0.44
b/R = −0.48

(f)
Hext = 42.2 kA/m =̂530 Oe
〈Mx〉/Ms = −0.52
b/R = −0.57

(g)
Hext = 54.1 kA/m =̂680 Oe
〈Mx〉/Ms = −0.62
b/R = −0.67

(h)
Hext = 66.0 kA/m =̂830 Oe
〈Mx〉/Ms = −0.72
b/R = −0.76

Figure 9.23: Contour plot of d = |MFE − M rv|. Blue areas indicate good
agreement of the magnetization distribution between the rigid vortex model
(black cones) and the FE model (gray cones), red areas indicate larger dif-
ferences.
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Figure 9.24: Hdem
z and Hdem

r across the nanodot.

and out-of-plane remanent states has a slope of 1.8, which is in agreement

with the simulations by Ross et al. [105] and analytical calculations [121].

Magneto-optical measurements of hysteresis curves [110] also show a distinct

change between these two regimes. The single domain particles retain high

remanence and switch at very low fields, whereas a sudden loss in magne-

tization reducing the external field (cf. Fig. 9.9) is typical of a flux closure

configuration (vortex state, cf. Fig. 9.26).

However, the transition from the vortex to the perpendicular magnetiza-

tion (parallel to the cylinder axis) is not well defined. The numerical experi-

ments show a smooth transition from one state to the other. For decreasing

the dot aspect ratio, the magnetization starts to twist and exhibits very in-

homogeneous magnetization distributions (Fig. 9.27). So we have defined a

magnetization distribution with Mz > 0.75 as being a perpendicular ground

state. The two-dimensional analytical model cannot describe this transition

properly, because it would require, that the dependence of the magnetization

on the z-coordinate is taken into account.

Nevertheless, the numerical results and the experimental data are in ex-

cellent agreement with analytical calculations of this phase diagram. The

solid lines in Fig. 9.25 have been taken from the phase diagram presented

in [122].

Experimental data have been obtained from arrays of soft magnetic cylin-

drical particles by Ross et al. [105] The data of their Ni samples are also shown

in Fig. 9.25. The agreement with the numerically calculated phase diagram   
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Figure 9.25: Phase diagram of magnetic ground states (axis scaling in units of
the exchange length). The data points indicated by the open symbols have
been calculated with the FE model. The circles (◦) represent dots with
lowest energy in the in-plane magnetization state, squares (¤) those with
perpendicular magnetization, and diamonds (♦) dots in vortex/multidomain
state. The experimental data have been taken from Ross et al. [105] The
crosses (×) indicate “Ni Type A” samples with out-of-plane (perpendicular)
magnetization at remanence, the plus symbols (+) indicate “Ni Type B”
samples with in-plane, and the asterisks (∗)“Ni Type C” samples with vortex
or multidomain states, respectively. The experimental data nicely fit in the
phase diagram with one exception, which is indicated by “(1)”. There, a
remanent state with in-plane magnetization has been found, where a vortex
state might be expected. The solid lines give the analytical equilibrium
single-domain radius calculated by Metlov et al. [122]
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(a) L/R = 1, R = 10 nm (b) L/R = 1, R = 25 nm

(c) L/R = 1, R = 28 nm

Figure 9.26: Equilibrium magnetization distributions in zero field inside the
nanodots (cut along the cylinder axis) for dots with aspect ratios L/R = 1.
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(a) L/R = 2, R = 10 nm (b) L/R = 2, R = 25 nm

(c) L/R = 2, R = 40 nm

Figure 9.27: Magnetization distributions for dots with aspect ratios L/R = 2.
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is very good. Only one data point does not fit in. A remanent state with

in-plane magnetization is found, where a vortex state might be expected.

However, also the smooth transition from the perpendicular magnetization

to the vortex (multidomain) state has been found. Note, that ignoring the

existence of the vortex core in nanodots [123] leads to an over-estimation of

the total energy and, as a result, to wrong coordinates of the lines separating

different magnetic states in soft magnetic cylindrical nanodots.

9.4 Dynamic Properties

The investigation and improved understanding of the dynamic processes

in magnetic nanoparticles become more and more important as magnetic

nanoparticles are promising candidates for high-speed, high-density magnetic

storage (e.g. hard disks and MRAMs – magnetic random access memory de-

vices) and sensor devices [124, 125].

Recent advances in nanometer scale fabrication technology allow detailed

experimental investigations on a nanometer length scale [104, 105]. In high-

speed storage devices magnetization reversal occurs by applying short field

pulses [126]. The characteristic switching time depends on the reversal mode

and is usually in the nanosecond regime. The magnetization reversal excites

many spin-excitation modes (spin waves), whose understanding is important

to determine the field dependent spin instability regions, where spontaneous

or thermally-assisted magnetization reversal might occur [127].

The magnetization dynamics under short field pulses have been investi-

gated in saturated NiFe disks [128] and in closure domains in Co disks [129].

However, the magnetization dynamics of the magnetic vortex state in thin

Permalloy disks is markedly different from those in the uniformly magnetized

state and also from the spin-waves observed in thin magnetic films.

9.4.1 Vortex Precession

The dynamic behavior of the magnetic nanodots has been studied by instan-

taneously applying an external field of 80 Oe (8 mT, 6.4 kA/m) in plane

perpendicular to the dot axis. Even though the experiment was started from   
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Figure 9.28: Oscillation of 〈Mx〉 as the vortex core precesses towards equi-
librium.

the equilibrium magnetization distribution in zero field, Mx and My show a

quite irregular behavior during the first 0.5 ns. During this time the vortex

core “adapts” to the applied external field and deforms while it does already

start its precession towards equilibrium. A low damping constant of α = 0.05

has been used.

Figs. 9.28 and 9.29 show 〈Mx〉 and 〈My〉 as a function of time. Simulation

“ad/10” uses an inhomogeneous mesh with very small finite elements (edge

length 2 nm) in the center, where the vortex core is found in equilibrium, and

a smooth transition to a coarser mesh outside the core (up to an edge length

of 10 nm at the circumference – cf. Tab. 9.2). Simulation “006/07” uses a

homogeneous mesh with an average mesh size of 6 nm, simulation “006/08”

uses the same mesh with a shorter time step and simulation “004/02” uses a

mesh with 4 nm edge length. Obviously, simulation “ad/10” exhibits strong

deviations from the other results, because the vortex has to move into the

coarser mesh as it is pushed out of the center of the nanodot due to the

external field. However, the coarser mesh leads to a bad approximation of

the vortex core and an inaccurate result.

In contrast, the simulations using the uniform meshes give results, which

are in good agreement. The precession frequency of 0.65 GHz is also con-

firmed by the results of Guslienko and coworkers [130]. In addition it has been

found, that the magnetostatic energy oscillates in phase with Mx (Fig. 9.30).

This has to be ascribed to variations in the surface charge density on the

circumference.   
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Figure 9.29: Oscillation of 〈My〉 as the vortex core precesses towards equi-
librium.

Figure 9.30: Oscillation of the magnetostatic energy.
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The time evolution of 〈Mx〉 (the average of Mx over the whole nanodot)

for a dot with an aspect ratio of L/R = 10 nm/100 nm = 0.1 is given in

Fig. 9.31(a). Then the damped oscillation, which is caused by the spiral

motion of the vortex core towards its equilibrium position, is observed. The

corresponding Fourier spectrum is given in Fig. 9.31(b) and shows a sharp

peak at a frequency of 0.7 GHz.

Fig. 9.32 shows the results of the translation mode eigenfrequencies of

various nanodots with a radius R = 100 nm and a thickness between 10 nm

and 40 nm. The results are in good agreement with the results of a fi-

nite difference model and the analytical “two-vortices” model presented in

Ref. [130].

The decreasing total energy (dissipation due to damping with α = 0.05 in

the Landau-Lifshitz equation of motion) and the swapping between magne-

tostatic and Zeeman energy (which shifted by 180◦) are shown in Fig. 9.33.

The exchange energy remains constant, because the vortex core, which ac-

counts for most of the exchange energy, precesses without changing its shape.

This confirms the analytical description of the translational mode suggested

in Ref. [131].

Direct experimental observation of this mode in an isolated vortex using

time-resolved Kerr microscopy has recently been reported by Park et al. [132].

There is good qualitative agreement with the analytical and numerical mod-

els, but still a few questions concerning the quantitative discrepancies and

damping times remain open.

9.4.2 Discrete Fourier Transforms

In order to measure the oscillation frequency of the magnetization more ac-

curately, the discrete Fourier transform of the discretely sampled data has

been calculated. The different components of the magnetization distribution

have been sampled at regular time intervals at different spots on and in the

nanodot.

Thus, we have obtained N consecutive sampled values at a time interval

∆ during the measurement time τ = N · ∆. The accuracy of the discrete

Fourier transform is determined by two fundamental numbers:   
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(a) Oscillation of 〈Mx〉 as a function of time.
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Figure 9.31: Simulation results for vortex precession in a nanodot with
L/R = 20 nm/100 nm = 0.2 under applied in-plane field µ0Hx = 0.01 T.
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Figure 9.32: Translation mode eigenfrequencies versus aspect ratio L/R for
nanodots with R = 100 nm.
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Figure 9.33: Energy over time for a dot with L/R = 0.1 and µ0Hx = 0.01 T.
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The Nyquist frequency [133]

fN =
1

2 ·∆ , TN =
1

fN

= 2 ·∆

describes the maximum frequency, that can be measured, if the sampling

interval ∆ is given. The critical sampling of a sine wave requires two sampling

points per cycle, the first at the positive peak and the second at its negative

trough.

The minimum frequency, which also determines the “resolution” of the

discrete Fourier transform (the minimum difference in frequency, which can

be distinguished)

fr =
1

Tr

=
1

N ·∆ =
1

τ

is given by the fact, that the maximum period, which fits into the mea-

surement interval τ , is at most Tr = τ .

Therefore, the discrete Fourier transform of a real valued function with

N measurement samples each taken after a constant time interval ∆ delivers

N + 1 values for the amplitudes for a frequency spectrum from 0 (constant

offset) to the Nyquist frequency fN at frequency intervals fr.

9.4.3 Radial Modes

Initially, an external field of 4 kA/m is applied parallel to the symmetry axis

of the cylindrical nanodot (perpendicular to the circular plane on the top and

bottom) and the Landau-Lifshitz-Gilbert equation is integrated with strong

damping (α = 1) until equilibrium is reached. Then the external field is

switched off and the free oscillation in zero field is studied. The moment,

when the external field is switched off, is also the starting time (t = 0) of our

measurements.

Fig. 9.34 shows Mz as a function of the radius of the nanodot for different

times. It shows the uniform oscillation of Mz across the whole radius. The

amplitude of the oscillation is larger at the circumference of the nanodot and

decreases towards the center. The vortex core remains almost undisturbed.

The uniformity of the oscillation is even better visible in Fig. 9.35, where Mz   
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Figure 9.34: Snapshots of Mz as a function of the radius at different times
during one oscillation period. The magnetization fluctuation outside the vor-
tex core is very uniform, while the vortex core remains undisturbed (“rigid”).

is plotted as a function of time for different radii. The oscillation is in phase

for the chosen positions on the nanodot. The results for Mz are shown in

Figs. 9.35 and 9.36. The main oscillation has a frequency of about 12 GHz,

which is in excellent agreement with the analytical predictions. However,

the error in the Fourier transforms is quite large, because the total sampling

time covers only six oscillations. Thus, one can only estimate, that the true

frequency is 12 ± 2 GHz. Fig. 9.37 shows, that there is no phase shift or

difference in amplitude between the oscillations of Mz at (R|0) and (0|R).

The Fourier spectrum (Fig. 9.38) once again shows the peak at a frequency

of 12 GHz.

Even more interesting than Mz is Mr for comparison with analytical re-

sults. Fig. 9.39 shows Mr as a function of the radius on the bottom circular

plane, through the center and on the top circular plane of the nanodot. The

oscillation of Mr is also very uniform (Fig. 9.40). However, a small decrease

in the amplitude or a phase shift is observed close to the circumference. Still,

the vortex core is once again hardly influenced. Fig. 9.41 shows the oscil-

lation of Mr and Mz. As predicted by the rigid vortex model, there is a

phase shift of 90◦. The Fourier spectrum (Fig. 9.42) shows another time the

peak at 12 GHz. Also Mr is nicely in phase at different positions on the

circumference (Fig. 9.43) and oscillates at the expected 12 GHz (Fig. 9.44).

Finally, it is also worth to have a look at Mϕ. Its variation is only very small
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Figure 9.35: Mz as a function of time at different radii. The magnetization
is perfectly in phase in all spots, which emphasizes the uniformity of the
excitation mode.
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Figure 9.36: Fourier spectrum of Mz (of Fig. 9.35) at different radii.
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Figure 9.37: Mz as a function of time at (R|0) and (0|R).   
   
   
   
   
   
   
   
   
 



CHAPTER 9. PERMALLOY NANODOTS 132

10 20 30 40
frequency (GHz)

0

1

2

3

4

am
pl

itu
de

 (
a.

u.
) x = R

y = R

Figure 9.38: Fourier spectrum of Mz (of Fig. 9.37) at (R|0) and (0|R).
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Figure 9.39: Mr as a function of the radius at different z positions.
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Figure 9.40: Mr as a function of the radius at different times.   
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Figure 9.41: Mr and Mz as a function of time at different radii.
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Figure 9.42: Fourier spectrum of Mr and Mz (of Fig. 9.41) at different radii.
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Figure 9.43: Mr as a function of time at (R|0) and (0|R).   
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Figure 9.44: Fourier spectrum of Mr (of Fig. 9.43) at (R|0) and (0|R).
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Figure 9.45: Mϕ as a function of the radius at different times.

(Fig. 9.45), and oscillates at 12 GHz (Fig. 9.46).

In order to get a more accurate Fourier transform, another simulation

with a very small damping constant of α = 0.0001 has been made. With this

small damping constant it takes many cycles until the oscillation is damped

out. Thus, the measurement time is a lot longer, which leads to a Fourier

transform with higher resolution.

The time dependence of the average magnetization 〈Mz〉 and the Fourier

spectra for nanodots with an aspect ratio of L/R = 20 nm/100 nm = 0.2 and

L/R = 40 nm/200 nm = 0.2 are given in Figs. 9.47(a) and (b) and 9.48(a)

and (b), respectively.

For constant aspect ratio L/R = 0.2 we find an eigenfrequency of approx-

imately 12.6 GHz. However, for a nanodot with L/R = 40 nm/200 nm = 0.2
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Figure 9.46: Mϕ as a function of time at different radii.

a very pronounced beating is observed (Fig. 9.48). This is due to the fact,

that there is another eigenfrequency of 11.6 GHz very close to the 12.6 GHz

oscillation. However, the main peak position depends only on the combina-

tion ratio L/R. This confirms the magnetostatic origin of the mode. But

the physical picture is more complicated for large L, when the magnetization

dependence on z may be essential. Our numerical calculations confirmed

that the eigenfunctions which correspond to low-lying part of the vortex dot

excitation spectrum have radial symmetry.
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Figure 9.47: Simulation results for a nanodot with L/R = 0.2 under applied
out-of-plane field µ0Hz = 0.005 T.
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Figure 9.48: Simulation results for a nanodot with L/R = 40 nm/200 nm =
0.2.
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9.5 Conclusions

A detailed comparison of the rigid vortex model for magnetic vortex states

in soft magnetic nanodots with the finite element simulations has revealed

some special features of the magnetic vortex state:

• The magnetization distribution near the vortex core radius (r = a)

deviates essentially from Usov’s analytical model. Especially a non-

vanishing radial component Mρ has been found (Fig. 9.39).

• In addition to the magnetic surface charges in the core of the vortex, the

finite element simulations have revealed a ring of weak surface charges

with opposite sign around the core of the nanodot.

• The shape of the vortex core and its exchange energy have been found

to be very stable (“rigid”) even for large vortex shifts in an external

field.

• However, the surface charges on the circumference of the nanodot are

overestimated by the rigid vortex model, because the magnetization

distribution is distorted from the perfectly circular shape by the mag-

netostatic stray field. As a result, the surface charges and the magne-

tostatic energy are reduced as compared to the rigid vortex model.

• The phase diagram of magnetic ground states shows sharp transitions

from the “in-plane” state to the perpendicular magnetization distribu-

tion and the magnetic vortex state, whereas the transition from the

perpendicular magnetization to the magnetic vortex state is not well

defined.

• Vortex precession in an in-plane external field has been observed and

compared with finite difference simulation. Very good agreement for

the precession frequency has been found for suitable finite element

meshes.

• The radial mode has been studied in detail. The results show, that the

core remains almost undisturbed and this (radially symmetric) mag-   
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netostatic eigenfunction can be approximately described as a uniform

mode without side surface charges.

   
   
   
   
   
   
   
   
   
 



Chapter 10

Elliptical Permalloy

Nanoparticles

Magnetic nanoparticles have seen growing interest in recent years due to ad-

vances in fabrication, observation [134], and computational techniques [135].

Since the typical size of these particles approach the magnetic domain wall

width (nm to µm range) new effects appear and can be exploited for applica-

tions. Transport phenomena and magnetoresistance effects in particular are

intensively studied. In experiments different magnetic domain configurations

and domain walls have been found to influence MR effects [136, 137].

In this work magnetic nanoparticles of permalloy (Ni80Fe20) have been

investigated. Micromagnetic simulations based on the Gilbert equation of

motion of the magnetization have been carried out to study the magnetic

reversal processes and domain configurations in single particles, arrays of

isolated particles and connected (exchange coupled) particles with contact

faces of different size.

The magnetic domain wall width in permalloy is approximately as large

as the long axis of the particles, but effects of the magnetostatic stray field

and small contact faces can stabilize certain domain configurations. The

remaining domain walls can be used to investigate MR effects.
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55 nm

165 nm

10 nm

Figure 10.1: Shape and finite element mesh of an elliptical nanoparticle.

Js (T) 1
A (pJ/m) 13

K1 (MJ/m3) ≈ 0

ls =
√

2µ0A/J2
s (nm) 5.7

lK =
√

A/K1 (nm) 161

Table 10.1: Material parameters for permalloy.

10.1 Single Particle

10.1.1 Geometry and Material Parameters

The elliptic particles have a long axis of 165 nm, a short axis of 55 nm

and a thickness of 10 nm. Their shape and the finite element mesh, which

consists of 5068 nodes and 23188 elements, are given in Fig. 10.1. The

material parameters of permalloy (Ni80Fe20), which have been used for the

simulations, are given in Tab. 10.1.

10.1.2 Magnetization Reversal

When a single elliptical particle is initially magnetized parallel to its long axis,

which is also the remanent state due to the shape anisotropy, it requires an

(antiparallel) external field of 239 kA/m to reverse its magnetization. The

magnetization reversal process is very inhomogeneous (cf. Fig. 10.2).
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initial magnetization

external field

Figure 10.2: Snapshot of the magnetization reversal process of a single par-
ticle.

10.2 Chain of Particles

The behavior of a chain of isolated elliptical nanoparticles is strongly in-

fluenced by the magnetostatic stray fields. The demagnetization curves are

given in Fig. 10.4. The external field is parallel to the long axis of the par-

ticles. If the particles are initially magnetized parallel to each other and the

long axis of the particles, the magnetization reversal occurs at an external

field of 72 kA/m. However, if the magnetization of each particle is initially

antiparallel to that of its neighbors, that particle at one end of the chain,

whose magnetization is antiparallel to the external field, reverses at 87 kA/m.

The two other particles inside the chain, whose magnetization is antiparallel

to the external field, reverse at 104 kA/m. Thus, the stray field stabilizes the

antiparallel magnetized particles and increases the switching field by 44%.

Snapshots of the magnetization reversal process are shown in Fig. 10.3.

10.2.1 Particles with Rectangular Shape

In order to study the influence of the shape of the nanoparticles another

set with rectangular shape has been created. Each particle is a hexahedron   
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(a) Initially parallel magnetiza-
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(b) Initially antiparallel magnetiza-
tion.

Figure 10.3: Snapshot of the magnetization reversal process of a chain of six
elliptical particles.
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Figure 10.4: Demagnetization curves for a chain of elliptical and rectangular
particles with parallel and antiparallel initial magnetization.

with 165 × 55 × 10 nm edge length. The particles are separated by 5 nm.

The demagnetization curve for parallel and antiparallel alignment and in

comparison with elliptical particles is given in Fig. 10.4.

Due to the inhomogeneous magnetization of the rectangular particles in

equilibrium, the chain of rectangular particles is not as stable as that of el-

liptical particles. Thus, the magnetization drops already for small external

fields and the switching fields are considerably lower. The switching field is

56 kA/m for antiparallel initial magnetization. The demagnetizing curve of

the initially parallel magnetized particles shows a plateau at J/Js = −0.38,

which is again caused by the stabilizing effect of the outer particles, which

have switched already. Snapshots of the magnetization reversal process are

given in Fig. 10.5. In contrast to the elliptical particles (cf. Fig. 10.3(a)),

which reverse their magnetization almost at the same time, the rectangu-

lar particles do so consecutively. Thus, a stabilized antiparallel pattern is

formed.
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(a) Initially parallel magnetiza-
tion.

(b) Initially antiparallel magneti-
zation.

Figure 10.5: Snapshot of the magnetization reversal process of a chain of six
rectangular particles.
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Figure 10.6: Chain of particles with the initial magnetization parallel to the
chain axis.

10.2.2 Behavior in an External Field Parallel to the

Chain Axis

If the initial magnetization of the particles is parallel to the axis of the chain

and the short axis of the particles, the behavior in zero field is also dominated

by the magnetostatic stray field. The demagnetization curves for elliptical

and rectangular particles are given in Fig. 10.6. The snapshots of the particles

given in Fig. 10.7 shows how the magnetization of the particles at the end of

the chain tries to align parallel to the long axis. As soon as the symmetry of

this metastable state breaks, the stray field leads to an antiparallel alignment

of the magnetization of the neighboring particles. By chance, the particles

at the end of the chain choose one or the other direction but in any case

the stray field causes the antiparallel alignment of the neighboring particle.

Since the particles at the end of the chain chose the same direction, the

magnetization of those in the center is parallel.

10.2.3 Elliptical Particles with Contact Faces

Finally the influence of contact faces, which is necessary for electrical contact

in MR experiments, between the particles has been investigated. This contact

causes exchange coupling of the magnetization of the particles and has a   
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Figure 10.7: Snapshot of the relaxation process of a chain of six elliptical and
rectangular particles with their initial magnetization parallel to the chain
axis.
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Figure 10.8: Equilibrium magnetization distribution in zero field of a chain of
six elliptical and rectangular particles with their initial magnetization parallel
to the chain axis.
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Figure 10.9: Demagnetization curves for a chain of elliptical particles with
(“touch.” – 50×10 nm) and without (“isol.”) contact faces with parallel and
antiparallel initial magnetization.

strong influence on the domain patterns.

First, a rather large contact face of 50×10 nm between the elliptical par-

ticles was assumed. The demagnetization curves in Fig. 10.9 show, that the

switching field of the particles with initially parallel magnetization is reduced

by more than 50%. For the particles with initially antiparallel magnetization

we find a new behavior: The exchange coupling of the particles overrides

the shape anisotropy and causes the formation of domains which extend over

several particles. The equilibrium magnetization distributions are given in

Fig. 10.10.

However, if we reduce the size of the contact faces to 10 × 10 nm we

can “pin” these domain walls (we should rather call it an area of transi-

tion of the magnetization, since it is strictly speaking not a domain wall) at

the contact faces. The demagnetization curves for these small contact faces

in comparison with isolated particles are given in Fig. 10.11. A compari-

son of the demagnetization curves between small and large contact faces is

given in Fig. 10.13. The magnetization distribution in equilibrium is shown

in Fig. 10.12. If the particles are initially magnetized parallel to the chain

axis, the exchange coupling is still strong enough to suppress the sponta-

neous formation of the antiparallel pattern (cf. Fig. 10.12(b)). When the

external field is switched on, the magnetization of the inner particles rotates   
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Figure 10.10: Equilibrium magnetization distribution in zero field of a chain
of 6 elliptical particles with a contact area of 50× 10 nm.
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Figure 10.11: Demagnetization curves for a chain of elliptical particles with
(“touch.” – 10×10 nm) and without (“isol.”) contact faces with parallel and
antiparallel initial magnetization.

homogeneously into the direction of the external field.

10.3 Conclusions

In summary, we have studied magnetization reversal processes of permal-

loy nanoparticles of elliptical and rectangular shape by 3D dynamic finite

element micromagnetic simulations. The results show the strong influence

of the shape and the demagnetizing field on the behavior of the particles.

Even without magnetocrystalline anisotropy stable domain configurations

with the magnetization perpendicular to the axis of a chain of particles can

be obtained. The shape anisotropy and demagnetizing field lead to a spon-

taneous antiparallel alignment of the magnetization of neighboring particles.

If the particles have very small contact faces, a stable configuration with an-

tiparallel magnetization in neighboring particles is found in spite of exchange

coupling. This effect can be used in experiments to study magnetoresistive

effects in nanoparticles of materials without magnetocrystalline anisotropy.
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Figure 10.12: Equilibrium magnetization distribution in zero field of a chain
of six elliptical particles with a contact area of 10× 10 nm.
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Figure 10.13: Demagnetization curves for a chain of elliptical particles with
10×10 nm and 50×10 nm contact faces with parallel and antiparallel initial
magnetization.   
   
   
   
   
   
   
   
   
 



Conclusions and Outlook

For this thesis a scalable parallel finite element micromagnetics package has

been developed. It is entirely based on free open source software packages,

which have been selected for performance, scalability, portability, and ease

of use. The combination of static energy minimization, time integration, and

the nudged elastic band method makes it a very efficient and versatile tool,

which has been used for the investigation of magnetic nanostructures.

In SmCo precipitation hardened magnets the coercivity is dominated by

domain wall pinning on the precipitation structure. The detailed study of

the pinning process has shown the influence of the material properties, the

intercellular phase, and the cell geometry. Exchange decoupling can consid-

erably improve the coercivity, but the thickness of the intercellular phase has

to be in the optimum range between one and four times the domain wall

width.

Magnetic nanoparticles of FePt are possible candidates for future mag-

netic storage media. The dependence of the nucleation and coercive fields

on the distribution of easy axes has been investigated. It has been found,

that a single misaligned axis reduces the coercivity by a factor of three. The

coercivity is further decreased if more misaligned axes are assumed and if the

particle size gets in the order of the domain wall width.

Another interesting system are magnetic nanodots, which exhibit curling

magnetic structures (vortices). The calculation of their static properties

shows the competition between exchange and magnetostatic energy. A phase

diagram of the magnetic ground states has been obtained and compared

with analytical and experimental investigations. The dynamic properties,

which are important for high-speed, high-frequency applications, of vortex

precession and radial modes have also been studied.
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The behavior of chains of soft magnetic elliptical nanoparticles is also

strongly influenced by magnetostatic interactions. These lead to antiparallel

magnetization distributions, which remain stable even in the presence of

exchange coupling between the particles.

In summary, the parallel micromagnetics code has proved its performance

and scalability and provided insight into the magnetization reversal processes

of magnetic nanostructures. The different solvers have been applied to dif-

ferent problems of magnetic domain wall pinning, nucleation, and magne-

tization dynamics. The high spatial resolution, which is required in hard

magnetic materials like SmCo and FePt with very thin domain walls, could

be achieved owing to the parallelization, data distribution, and efficient en-

ergy minimization method. The magnetization dynamics have been studied

with a preconditioned time integration method, which allows large time steps

and long integration times. Improved experimental investigations with higher

spatial resolution will be necessary to obtain more accurate material param-

eters for the simulation of permanent magnets, and a higher time resolution

is also required for the detailed investigation of the magnetization dynamics

in magnetic nanoelements.

Still, many interesting effects have been neglected, such as thermal acti-

vation and the influence of eddy currents, for example. Efficient time inte-

gration methods for Langevin micromagnetic simulations including thermal

activation are an active research area [138]. However, new solvers can be

easily added to the program to consider also thermal effects. Eddy currents

are often calculated using a magnetic vector potential [30]. A module, which

calculates this vector potential and the resulting eddy currents and demag-

netizing field, could replace the current implementation of the hybrid finite

element/boundary element method.

The ever increasing computing power and availability of large clusters

of workstations and parallel machines will support these developments and

allow even larger systems to be simulated. A challenging problem, for exam-

ple, is the simulation of magnetic hard disk media including the read/write

head and their interaction [139]. High-frequency magnetization reversal dur-

ing the writing process should also include thermal and eddy current effects.

All these aspects are very important for the design and development of per-   
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pendicular recording media, and the micromagnetic package developed for

this thesis can be a starting point for such a comprehensive micromagnetic

model.

   
   
   
   
   
   
   
   
   
 



Appendix A

Micromagnetics Packages

Commercial codes

• LLG Micromagnetics Simulator
developed by M. R. Scheinfein
http://llgmicro.home.mindspring.com/

available for MS Windows (dual CPU supported)

• MagFEM3D
developed by K. Ramstöck
http://www.ramstock.de/

available on Unix, MS Windows platforms

• Magsimus
Euxine Technologies
http://www.euxine.com/

available for MS Windows platforms

• MicroMagus
developed by D. V. Berkov, N. L. Gorn
http://www.micromagus.de/

available for MS Windows platforms

Free Open Source Codes

• PC Micromagnetic Simulator (SimulMag)
developed by John Oti
http://math.nist.gov/oommf/contrib/simulmag/

available for MS Windows platforms
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• General Dynamic Micromagnetics (GDM2)
developed by Bo Yang
http://physics.ucsd.edu/∼drf/pub/

• Object Oriented MicroMagnetic Framework (OOMMF)
developed by Mike Donahue and Don Porter
http://math.nist.gov/oommf/

available on Unix, MS Windows platforms

   
   
   
   
   
   
   
   
   
 



Appendix B

Selected Software Packages

This is the list of software packages, which has been used in for the im-
plementation of the finite element micromagnetics package. Along with the
title and URLs are short citations from the websites, which summarize the
contents and objective of each package.

• PETSc
The Portable, Extensible Toolkit for Scientific Computation [58]
PETSc is a suite of data structures and routines for the scalable (par-
allel) solution of scientific applications modeled by partial differential
equations. It employs the MPI standard for all message-passing com-
munication.

http://www-fp.mcs.anl.gov/petsc/

• BLAS, CBLAS
Basic Linear Algebra Subprograms [140, 141, 59]
The BLAS are high quality “building block” routines for performing
basic vector and matrix operations. Level 1 BLAS do vector-vector
operations, Level 2 BLAS do matrix-vector operations, and Level 3
BLAS do matrix-matrix operations.

http://www.netlib.org/blas/

• LAPACK
Linear Algebra PACKage [60]
LAPACK is written in Fortran77 and provides routines for solving sys-
tems of simultaneous linear equations, least-squares solutions of linear
systems of equations, eigenvalue problems, and singular value problems.

http://www.netlib.org/lapack/
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• LINPACK
LINear algebra PACKage [61]
LINPACK is a collection of Fortran subroutines that analyze and solve
linear equations and linear least-squares problems.

• MPI, MPICH
The Message Passing Interface (MPI) standard [62]
MPI is a library specification for message-passing, proposed as a stan-
dard by a broadly based committee of vendors, implementors, and
users.

http://www-unix.mcs.anl.gov/mpi/

MPICH-A Portable Implementation of MPI [63]
MPICH is a freely available, portable implementation of MPI, the Stan-
dard for message-passing libraries.

http://www-unix.mcs.anl.gov/mpi/mpich/

• Metis
Family of Multilevel Partitioning Algorithms [64]
Metis is a family of programs for partitioning unstructured graphs and
hypergraphs and computing fill-reducing orderings of sparse matrices.
The underlying algorithms used by Metis are based on the state-of-the-
art multilevel paradigm that has been shown to produce high quality
results and scale to very large problems.

http://www-users.cs.umn.edu/∼karypis/metis/
• TAO

Toolkit for Advanced Optimization [46]
The Toolkit for Advanced Optimization (TAO) is aimed at the solution
of large-scale optimization problems on high-performance architectures.
Our main goals are portability, performance, scalable parallelism, and
an interface independent of the architecture.

TAO is suitable for both single-processor and massively-parallel archi-
tectures. The current version of TAO has algorithms for unconstrained
and bound-constrained optimization.

http://www-fp.mcs.anl.gov/tao/index.htm

• VODE
Scott D. Cohen and Alan C. Hindmarsh [142]

Large non-stiff or stiff ordinary differential equation initial-value prob-
lem solver   
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http://www.llnl.gov/CASC/people/hindmarsh/

CVODE
Scott D. Cohen and Alan C. Hindmarsh,
“CVODE, a Stiff/Nonstiff ODE Solver in C” [51]
available from [143]

http://www.netlib.org/

http://www.netlib.org/ode/cvode.tar.gz

PVODE
PVODE is a portable solver for ordinary differential equation systems.
It is based on robust mathematical algorithms, and targeted at large
systems on parallel machines [48].

G. D. Byrne and A. C. Hindmarsh,
“PVODE, An ODE Solver for Parallel Computers” [49]

http://www.llnl.gov/CASC/

http://www.llnl.gov/CASC/nsde/

http://www.llnl.gov/CASC/PVODE/

• zlib
A Massively Spiffy Yet Delicately Unobtrusive Compression Library
zlib is designed to be a free, general-purpose, legally unencumbered –
that is, not covered by any patents – lossless data-compression library
for use on virtually any computer hardware and operating system [65].

http://www.gzip.org/zlib/

• libpng
libpng is the official PNG reference library [66].

http://www.libpng.org/pub/png/libpng.html

   
   
   
   
   
   
   
   
   
 



Appendix C

Typical Material Parameters

In the following table a list of typical material parameters of magnetic ma-
terials is given in SI and cgs units, which have been (partly) used in the
micromagnetic simulations of this thesis.

The symbols have the following meanings:

T measurement temperature
Ms saturation magnetization
Js saturation polarization (Js = µoMs)
Aexch exchange constant
Kani1 first anisotropy constant K1

Kani2 second anisotropy constant K2

Hk anisotropy field Hk =
√

2K1/Js

Tc Curie temperature
E(Bloch) domain wall energy of a Bloch wall EBloch = π

√
AK1

Lex(A,K) Bloch exchange length lbex =
√

A/K1

Lex(A,Ms) Néel exchange length lnex =
√

2A/(µ0M2
s )
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2001.
URL: http://www-unix.mcs.anl.gov/tao/.   

   
   
   
   
   
   
   
   
 



BIBLIOGRAPHY 176
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