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Domain wall motion in nanowires using moving grids „invited …

H. Forster,a) T. Schrefl, D. Suess, W. Scholz, V. Tsiantos, R. Dittrich, and J. Fidler
Institute for Applied and Technical Physics, Vienna University of Technology, Wiedner Hauptstraße
8-10/137, A-1040 Vienna, Austria

The magnetization reversal process of Co nanowires was investigated using a moving mesh
technique. The nucleation and expansion of reversed domains is calculated by solving the Gilbert
equation of motion for different damping constants. The adaptive finite element method reduces the
total CPU time by more than a factor of 4 as compared to a uniform mesh. Two different domain
wall types are observed. For a wire diameter ofd510 nm transverse walls occur and gyromagnetic
precession limits the domain wall velocity. The domain wall velocity increases from 50 to 520 m/s
as the Gilbert damping constant increases froma50.05 toa51 at an applied field of 500 kA/m. For
a diameter greater than 20 nm vortex walls are formed. The vortex mobility increases with
decreasing damping constant. Thus velocities up to 2000 m/s are reached for a wire diameter of 40
nm, a50.05, and an applied field of 250 kA/m. ©2002 American Institute of Physics.
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I. INTRODUCTION

Magnetic nanowires are of great practical and theoret
interest. Future magneto-electronic devices and magn
sensors may be based on the magnetoresistance of do
walls moving in nanowires. Lee and co-workers1 investi-
gated the nucleation of domain walls in NiFe wire junctio
using a magnetic force microscopy and micromagnetic
culations. Domain walls nucleate in the wider part and
trapped in the junction area. Based on these results the
thors suggest structures which may be used to launch dom
walls into wires with a controlled external field. Ono an
co-workers2 investigated magnetization reversal in NiFe/C
NiFe trilayers using the giant magnetoresistance effect.
time variation of the resistance was measured to estimate
domain wall velocity. Taniyama and co-workers3 reported a
negative magnetoresistance due to domain walls in Co
zag wires. McMichael and co-workers4 used micromagnetic
simulations to investigate the motion of transverse head
head walls within a domain wall trap consisting of a shap
NiFe wire with two wide ends. The influence of Bloch line
and vortices on domain wall motion in prismatic wires w
investigated by Nakatani and co-workers.5 They calculated
the domain wall velocity as a function of the wire dime
sions by solving the Landau–Lifshitz–Gilbert equation. T
possible wall structures of head-to-head walls in thin Perm
loy films were numerically computed by McMichael.6

This work uses an adaptive finite element technique
calculate the domain wall motion in cylindrical Co nan
wires. The number of finite elements remains small while
is also possible to resolve the micromagnetic details of
reversal process. Miltat7 analyzed two-dimensional Ne´el-
type walls, using a discretization of the sample into rect
gular prisms of variable size having small elements in
center of the wall. Tako8 introduceda posteriori refinement
which subdivides triangular elements with large errors i
four smaller elements. Hertel and Kronmu¨ller applied an
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adaptive finite element method to calculate domain confi
rations and vortex motion in thin film elements.9 In this
work, mesh refinement and mesh coarsening is applied
order to obtain a high density mesh which moves toget
with the domain wall. The magnetostatic fields are calcula
using a hybrid finite element/boundary element method. T
domain wall velocity is calculated numerically as a functi
of the external field, the wire diameter, and the Gilbert dam
ing constant. The results show that the characteristics of
domain wall change significantly depending on the diame
of the nanowire. The domain wall velocity strongly depen
on the external field and the damping constanta. Section II
presents the micromagnetics formalism followed by Sec.
explaining the adaptive finite element method used for
calculations. Section IV treats the influence of the wall stru
ture on the domain wall velocity.

II. MICROMAGNETICS

Micromagnetics is a continuum theory for the descr
tion of magnetization processes in ferromagnetic materi
The theory starts from the total magnetic Gibbs free ene
The competitive effects of the micromagnetic energy con
butions upon minimization of the free energy determine
equilibrium distribution of the magnetization. In the pr
sented simulations four energies are considered: the
change energy, the anisotropy energy, the Zeeman en
and the magnetostatic energy which favors the creation
magnetic domains. So we neglect magnetostriction and
face anisotropy. The total magnetic Gibbs free energy can
written as follows:10

Et5E FA(
i 51

3

~¹b i !
22Ku~u•b!2

2
1

2
J"Hd2J"HextGdV, ~1!

where A is the exchange constant,b i denotes the direc-
tion cosines of the magnetic polarization vector,J
4 © 2002 American Institute of Physics
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5(b1 ,b2 ,b3)Js. Ku and u are the magneto-crystalline an
isotropy constant and the anisotropy direction.Hext is the
external field. The demagnetizing field,Hd , follows from a
magnetic scalar potential. The magnetic scalar poten
solves the magnetostatic boundary value problem and ca
effectively computed using a hybrid finite element/bound
element method.11

The actual path that the system follows towards a lo
minimum is obtained from the time integration of the Gilbe
equation of motion12

]J

]t
52uguJ3Heff1

a

Js
J3

]J

]t
. ~2!

The effective fieldHeff , which provides the torque acting o
the magnetization, is the negative variational derivative
the magnetic Gibbs free energy,Heff52dET /dJ. The first
term describes the dyromagnetic precession, whereg is the
gyromagnetic ratio. The second term describes the dam
which is characterized by the Gilbert damping constanta. In
equilibrium the torque,J3Heff , vanishes and the magnet
polarization is at rest.

III. ADAPTIVE FINITE ELEMENT METHOD

To solve the partial differential equations we use t
finite element method. The magnetic wire is divided in
tetrahedral finite elements. Within each element the direc
cosinesb i are interpolated by a linear function. The spa
discretization leads to a system of coupled magnetic m
ments sitting at the nodes of the finite element mesh.
effective field at the nodes follows from the derivative of t
Gibbs free energy with respect to the magnetic moment.
Gilbert equation of motion~2! has to be solved for eac
magnetic moment. The equations are coupled by the
change and magnetostatic interactions between the mag
moments. The time integration is performed using the s
ware packageCVODE.13 The details of the time integratio
are described elsewhere.14 The backward differentiation
method was found to require less CPU time than the Ada
method.

In order to resolve a magnetic domain wall the elem
size has to be smaller than the characteristic length,l c , given
by the minimum of the exchange lengthl ex and the Bloch
parameterd0

l c5min~ l ex,d0!5minSA2m0A

JS
2 ,A A

Ku
D . ~3!

If the element size is too big a so-called domain w
collapse15 will occur: the magnetization becomes aligned a
tiparallel at neighboring nodes and the torque on the mag
tization vanishes. A large number of finite elements is
quired for the study of wall motion in magnetic wires usin
a uniform fine grid with an element sizeh< l c . In order to
keep the number of finite elements small and avoid the
main wall collapse, an adaptive refinement scheme can
applied.

The outline of adaptive algorithms is as follows. Starti
from an initial finite element mesht0, we produce a se
quence of refined gridstm, until the estimated error is below
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a given tolerancee. Generally we have to distinguish thre
refinement strategies.16 First there is the possibility of mov
ing the nodes from positions with nearly uniform magnetiz
tion to the wall or vortices regions~r-refinement!. Then there
is the possibility of adding new nodes and elements into
elements having a big error indicator~h-refinement!. The
third way is to interpolate the direction cosinesb i by poly-
nomials of higher order instead of linear functions~p-
refinement!. The aim of an adaptive refinement algorithm
to get the ‘‘optimal’’ mesh, where the number of nodes is
small as possible while keeping the error below a given
erance. All strategies are based on the idea of an equidi
bution of the local error indicator to all mesh elemen
Babuska and Rheinboldt17 state that a mesh is almost optim
when the local errors are approximately equal for all e
ments. Adaptive mesh algorithms have to identify the regio
where a higher spatial resolution is required. Therefore
called error indicators are computed from the current fin
element solution. in micromagnetics a reliable error indica
is based on the constraint condition for the norm of the m
netization vector.18 Strong deviations of the norm show re
gions with nonuniform magnetization.19 Figure 1 shows this
error indicator for subsequent meshes duringh-refinement.
We assume an existing domain wall in the Conanowire. D
regions correspond to a high error indicator. Each plot c
responds to one refinement step. From left to right the
creasing error indicator with increasing number of eleme
is visible. So with each iteration the condition of Babus
and Reinboldt is met in a better way.

In the following we outline theh-refinement scheme
used in the micromagnetic simulations of domain wall m

FIG. 1. Sequence of snapshots of the error indicator with an existing dom
wall. Dark regions correspond to a high error indicator. Each plot co
sponds to one refinement step.
IP license or copyright, see http://ojps.aip.org/japo/japcr.jsp



a
o-
g
g
ith

w

al

n

o

h

w
e

s
Th

se

le
r
t

m

this
as
too

ore,
t

the

p is

not
the
he

-
ure
ain
ion
ap-

try.
he
are
in
xis
is
-to-
h
it

ible
the

h
w

The

6916 J. Appl. Phys., Vol. 91, No. 10, 15 May 2002 Forster et al.
tion. The finite element grid is adjusted to the current w
position during the solution of the Gilbert equation of m
tion. The mesh is refined in regions with nonuniform ma
netization, whereas elements are taken out where the ma
tization is uniform. Thus the fine grid moves together w
the wall, as the mesh can be coarsened as soon as the
has passed by.

Figure 2 shows the flow chart of the corresponding
gorithm: We start with the initial mesht0, initial magnetiza-
tion M0 and the starting timet0. At each time stepi CVODE

integrates the Gilbert equation of motion@Eq. ~2!# and gives
the new values for the magnetizationM i at time t i . Further-
more, the error indicatorhT for all elementsT of the given
meshtm is calculated. We control the adaptive refineme
method withs1 ,s2 and a certain threshold valuee, which
represents the allowed error.

Through proper refinement and coarsening steps we
tain a mesh with the error indicatorhT for all elements. First
we treat the question, if coarsening of the current mes
possible: Is the percentage of elements, which fulfillhT

,s2•e, higher than a given value~coarse criterion!? Then
there are regions, which just require a coarser mesh. So
can go back to the initial mesht0 and subsequently refine th
mesh in regions with high error indicators.

The other possibility is that we cannot coarse our me
Then we must decide, if the mesh has to be refined.
condition is: If there are elements withhT.e, then a refine-
ment process20 is required. We refine all elements who
error indicator fulfillshT.s1•e, with s1P(0,1).21 The al-
gorithm leads to the new meshtm11. If the directions of the
magnetization differ very much between neighboring e
ments and more than one refinement step is required to
duce the error indicator in a significant number of elemen
then the refinement steps are repeated. Since a syste

FIG. 2. Flow chart of the adaptive mesh micromagnetic algorithm. T
simulation proceeds in time only if the space discretization error is belo
certain thresholde.
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coupled equations has to be solved in every iteration of
algorithm, the number of iterations should be as small
possible. Thus, the marking strategy should select not
few mesh elements for refinement in each cycle. Theref
not just elements withhT,e are marked for refinement, bu
in addition all elements fulfillinghT,s1•e.

In both cases the saved magnetizationMold of the former
time step is interpolated on the currently active mesh and
time is set to the former valuetold . This means: If the error is
too large or if the mesh can be coarsened the time ste
rejected and the finite element mesh is adjusted.

Otherwise, if the mesh cannot be coarsened or does
have to be refined, the time integration is continued on
given grid. Thus the simulation proceeds in time only if t
space discretization error is below a certain threshold.

Numerical studies22 showed that the moving mesh re
duces the total CPU time by more than a factor of 4. Fig
3 shows a sequence of grids during the simulation of dom
wall motion in a Co wire. The mesh size in the coarse reg
is 20 nm, whereas the mesh size at the wall position
proachesl c , which is 4.3 nm for the investigated Co wire.

IV. RESULTS AND DISCUSSION

Figure 4 shows the model of the simulated geome
The magnetic Co nanowire has a total length of 600 nm. T
nanowire has two stable states: all magnetic moments
parallel to the long axis, pointing either in one direction or
the other. We apply an external field parallel to the long a
in the opposite direction of the magnetization. If the field
large enough, a reversed domain will be formed, a head
head domain wall will be built and will propagate throug
the whole nanowire, until it arrives at the other end. There
is annihilated, leaving the system in the second poss
stable state. Since the aim of this work is to investigate

e
a
FIG. 3. Sequence of meshes during the motion of the domain wall.
pictures give the triangular mesh on the surface of the wire.
IP license or copyright, see http://ojps.aip.org/japo/japcr.jsp
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propagation of a domain wall through the nanowire, we ha
to control the nucleation of the reversed domain. Therefo
we divide the wire into two parts. One hard magnetic part
500 nm length having uniaxial anisotropy parallel to the lo
axis and a short end~100 nm! with zero magneto-crystalline
anisotropy. The material parameters areJs51.76 T, A51.3
310211 J/m, andKu54.53105 J/m3.23 Under the influence
of an opposing field the nucleation of a reversed domain
formed in the soft magnetic part because of the lower
main wall energy in the soft magnetic end. Then we obse
the propagation of the domain wall in the hard magnetic p

Figure 5 shows that the magnetic polarizationJ parallel
to the long axis as a function of time decreases linearly.

FIG. 4. Finite element model of the two-phase wire. The total length of
nanowire is 600 nm. The soft magnetic part with zero anisotropy facilita
the nucleation of reversed domains. The hard magnetic part has the ma
parameters of Co~spontaneous magnetic polarizationJS51.76 T, exchange
constantA51.3310211 J/m, and the magneto-crystalline anisotropy para
to the long axis,Ku54.53105 J/m3).

FIG. 5. Calculation of the domain wall velocity. Top: Total magnetic pol
ization parallel to the long axis for different applied fields. The differe
lines refer to different fields in the range from 560 to 700 kA/m with a s
of 14 kA/m. Bottom: Domain wall velocity as a function of the applied fie
The wire diameter isd510 nm and the Gilbert damping constanta51.
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field Hext from the slope of the curves,dJ/dt.

We found that the domain wall velocity and the structu
of the domain wall strongly depend on the diameterd of the
nanowire. Two types of domain walls can be formed. Figu
6 shows the structure of the so-called transverse wall and
structure of the vortex wall during their motion through th
nanowire. In the first case the magnetization in the cente
the wall points perpendicular to the long axis of the wire.
the wall moves, the transverse component of the magne
tion circles around driven by gyromagnetic precession.24 In
the second case a vortex is formed in a plane normal to
long axis of the wire. The magnetization aligns parallel to t
wire surface. Within the domain wall the magnetization r
tates around the long axis which leads to the formation o
Bloch point in the middle of the wire. The formation of th
vortex decreases the magnetostatic energy at the expen
the exchange energy. For small diameters, it is energetic
preferable to form a transverse wall which minimizes t
exchange energy due to the parallel alignment of the mag
tization in the domain wall. On the other hand, there are
flux closure states in the wire and so the magnetostatic
ergy is not reduced. However, for small diameters, the

e
s
rial

l

FIG. 6. Above: Schematics of the magnetization in the transverse wall
in the vortex wall. Bottom: Magnetization distribution in a transverse w
~cut plane parallel to the wire axis! and in a vortex wall~cut plane perpen-
dicular to the wire axis through the vortex core!. The wire diameterd520
nm and the Gilbert damping constanta51.
IP license or copyright, see http://ojps.aip.org/japo/japcr.jsp
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change energy is the most dominant energy contribution
the total Gibbs free energy, and so its minimization de
mines the wall configuration. With increasing diameter t
magnetostatic energy becomes more important in the m
mization process. Although the vortex wall increases the
change energy, the minimization of the magnetostatic ene
due to the lower demagnetizing field makes it energetic
preferable. Figure 7 compares the two energy contributio
Since the difference in the total Gibbs free energy is less t
1% at a critical diameter ofd520 nm, it is possible to obtain
both domain wall structures. We clearly see the lower
change energyEex of the transverse domain wall and th
decrease in stray field energyEstray if we switch to the vortex
wall structure. Ford,20 nm only transverse walls are ob
served and ford.20 nm only vortex walls are observed
Figure 8 gives the wall velocities for different wire diam
eters. The two sets of data ford520 nm refer to the trans
verse wall~open symbols! and the vortex wall~filled sym-
bols!.

FIG. 7. Energy contributions for a vortex and a transverse domain wall
diameterd520 nm, an applied fieldHext5490 kA/m, and a damping con
stanta51. JiHext represents the time evolution of the simulation.

FIG. 8. Domain wall velocity as a function of the applied field for differe
wire diameters. The open symbols and the filled symbols refer to transv
and vortex walls, respectively.
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The dependence on the damping constanta is not the
same for both structures. Ford510 nm just transverse wall
are formed. Figure 9 shows the domain wall velocities. W
increasing damping constant the velocity increases from
m/s for a50.05 to 520 m/s fora51 at an applied field of
500 kA/m. For higher damping constants the domain w
velocity increases faster for higher external fields. In t
transverse wall gyromagnetic precession plays a major
during the wall motion. Figure 10 shows the domain w
velocity for a diameter of 40 nm. In this case only vorte
walls are formed. On the contrary, for the vortex walls t
domain wall velocity increases with decreasing damp
constant, reaching 2000 m/s ford540 nm,a50.05, and an
applied field of 250 kA/m.

The analysis of the micromagnetic results shows t
during wall motion the center of the vortex does not rem
in the middle of the wire. The vortex core moves towards
surface, where it is annihilated. Since this configuration
energetically not favorable, a new vortex forms, whi
moves towards the opposite side. This process is repe
periodically. The observed increase of the vortex dom
wall velocity with decreasing damping constant is expec
in Bloch-type walls.25 Obviously vortex walls give higher

a

se

FIG. 9. Domain wall velocity of transverse walls for different dampin
constants. The wire diameter isd510 nm.

FIG. 10. Domain wall velocity of vortex walls for different damping con
stants. Trianglesa50.05; circles:a51. The wire diameter is 40 nm.
IP license or copyright, see http://ojps.aip.org/japo/japcr.jsp
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velocities than transverse walls due to the more Bloch-
character leading to a higher mobility of the wall.26

V. CONCLUSIONS

Numerical micromagnetic calculations have been carr
out to investigate the propagation of a domain wall in a
nanowire. To increase the efficiency of our calculations
have introduced an adaptive mesh algorithm. With this f
ture we had the possibility of investigating bigger proble
in shorter times. We reduced the computation time by a f
tor of 4.

The simulations show that the domain wall velocity
magnetic nanowires significantly depends on different
rameters. For a wire diameterd,20 nm just transverse wall
are formed and ford.20 nm vortex walls are formed. Fo
d520 nm the energy of the transverse and the vortex wal
rather similar. Depending on the applied field during t
nucleation process, either one of the two walls can
formed. The velocity of a vortex wall is about 1.3 time
higher than the wall velocity of the transverse wall.
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